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Preface

In 2006, I published my first book for the information security pro-
fessional. There was a clear need for a book written at the level of
the information security engineer who required a guide on exactly
how to perform an information security risk assessment. At the time
(and still today), no other book was available that illustrated the steps
required to execute an effective assessment of an organization’s infor-
mation security controls. Now, in its second edition, 7he Security Risk
Assessment Handbook continues to provide directions, techniques, and
time-tested methods to properly perform one of the most difficult
tasks in information security governance.

Since the publishing of the Handbook, 1 have performed hundreds
of information security risk assessments and have prioritized exist-
ing security risks within retail, government, and financial organiza-
tions. These risks have covered all the corners of technical, physical,
and administrative controls but by far, the most prevalent and misun-
derstood information security risks have centered around the orga-
nization’s security policies. Most organizations lack a complete set
of information security policies. Those organizations that do have
policies have either antiquated documents effectively no longer in use
or have cut and pasted their names into a cobbled set of disparate
policies downloaded from various sources. In most cases, the orga-
nization is without any method to convey management intent on

X1
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how organizational resources are to be handled or minimum-security
controls are to be in place.

For the information security professional attempting to write
information security policies, there has been a near absence of useful
guides about the creative process. Sure, there are several good refer-
ences of preexisting policies but this only further encourages the cut-
and-paste approach and creates policies that do not fit the culture and
operations of the organization. I wrote this book for the same reason
as I wrote the Handbook. Information security professionals lack a
guide to the creation (or revision) of an information security policy
set. I have attempted to include policy-writing tips and tricks, tech-
niques, and time-tested methods that I have used over the past several
decades of creating policies for organizations. I encourage the reader
to utilize these techniques and approaches but to remember that each
organization is unique in its mission, technology, culture, and indus-
try and to strive to create policies that truly match the intent of senior
management and properly direct the appropriate use of technology
and adequate information security controls.
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INTRODUCTION

Every organization with information systems or data has a business
objective of protecting its critical information systems and sensitive
data. In the past, information security protection was viewed as an
unknown art practiced by the “techies,” but the numerous major
breaches and information security events that have taken place have
made protection of information systems and data among the top con-
cerns in the C-suite.

In a 2015 survey by PricewaterhouseCoopers, almost 45% of CEOs
in the United States rated their level of concern about cyber threats
and lack of data security as “extremely concerned.” A total of 86% (up
from 69% in 2014) of the same executives expressed that they were
either “somewhat concerned” or “extremely concerned” about these
threats.” The appropriate allocation of resources should follow such
concerns, yet the security programs of corporations worldwide still lag
the concern level and involvement from the top. In another survey by
PwC it was observed that involvement from the organization’s board
was lacking in all activities for the majority of companies surveyed
(see Figure 1.1).f

Addressing the imbalance between concern and action cannot be
handled overnight, so a certain amount of lag is expected. Even among
those organizations that do have a reasonable information security
program in place, additions and improvements to those programs will
be a continuing and evolving program. The basis of any information
security program is the involvement of top management and a set
of information security policies. Involvement of the top management
is required to understand corporate goals and obtain the required

© 2015 US CEO Survey, Top Findings, PricewaterhouseCoopers LLP, www.pwc.
com/us/en/ceo-survey/secure-assets.html.

f Managing cyber risks in an interconnected world: key findings from The Global
State of Information Security Survey 2015, www.pwc.com/gsiss2015.
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Figure 1.1 Board involvement in key security activities. Board level involvement in key security
activities is lacking in most US corporations.

resources and support for the program. Indeed lack of information
security policies and security policy awareness have a strong correla-
tion with staft-related breaches. A 2013 survey found that “93% of
companies where security policy was poorly understood has staff-
related breaches (versus 47% where the policy was well understood).”

The information security policy set is necessary to define the goals
and objectives of the information security program. Still many corpo-
rations lack a basic and updated set of information security policies.
A survey by Protivi found 25% of organizations have no information
security policies at all and an even greater percentage have an incom-
plete information security policy set (see Figure 1.2).

'The 2013 PWC Global State of Information Security Survey pro-
vides even more details on missing security policy elements of organi-
zations worldwide. The survey found that over half of all organizations
missed key security policy elements such as user administration and
physical security. In fact, in only one area of security policy, backup
and recovery, did over half of the organizations address security policy
(and then only 51%) (Figure 1.3).

Even among those organizations with a complete information secu-
rity policy set, these policies are often ineffective and not consistent

" 2013 Information Security Breaches Survey: Executive Summary, Department for
Business, Innovation and Skills, 2013, www.pwec.co.uk/assets/pdf/cyber-security-
2013-exec-summary.pdf.

* Knowing How—and Where—Your Confidential Data Is Classified and Managed:
A Survey on the Current State of IT Security and Privacy Policies and Practices.
Protiviti, 2013, http://www.protiviti.com/en-US/Documents/Surveys/2013-1T-
Security-Privacy-Survey-Protiviti.pdf.
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Figure 1.2  Missing information security policies. Many organizations are missing key informa-
tion security policies; some have none at all.
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Figure 1.3  Missing security policy elements. Over half of all organizations are missing key secu-
rity policy elements on all areas reviewed but backup and recovery.

with corporate objectives due to a lack of maintenance and updating
of the policy set. A survey conducted by InsightExpress” found that
information technology (I'T) workers indicated that 23% of organiza-
tions have no security policies and 76% have ineffective or outdated
security policies (Figure 1.4).

Remedying this situation of outdated and incomplete informa-
tion security policy sets is the focus of this book. Organizations can

" Data Leakage Worldwide: The Effectiveness of Security Policies, www.cisco.com/c/

en/us/solutions/collateral/enterprise-networks/data-loss-prevention/white-paper_
c11-503131.pdf.
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Figure 1.4 State of organizational security policies. Board level involvement in key security
activities is lacking in most US corporations.

accomplish vast improvements in their security posture by creating
or revising a set of information security policies that identifies and
implements the organization’s information security objectives.

1.1 No Short Cuts

The creation or revision of an information security policy set is no
small task. A complete set of information security policies typically
covers a wide array of information security policy subjects and con-
trols (see Table 1.1).

‘The amount of effort it takes to research, draft, approve, and convey
these policies is substantial. There is a temptation to conclude that
someone else has done this before and one set of policies is as good
as any other. So why not just use templates or buy a set of prewritten
policies? While example policies and even prewritten policies offer a
good worked example to guide the development of you own infor-
mation security policies, users should be aware that prewritten poli-
cies’ claims of “compliance in a box” or “ready-made policies” should
be met with a large degree of skepticism and a plan for disappoint-
ment. The minimal value and effectiveness of these prewritten ‘one-
size-fits-all’ policies is a generally accepted understanding within the
information security community but for clarity, the following reasons
are given on why information security policies must be created and
tailored for each organization:

* Business mission. The first most obvious reason for not suc-
cumbing to the temptation of “instant policies” or “policies
in a box” is that not all businesses are the same. An informa-
tion security policy set establishes your organization’s secu-
rity program. To meet business objectives, security must be
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Table 1.1  Basic Outline of Information Security Policy Set

POLICY AREA POLICY SUBJECTS EXAMPLE ELEMENTS
Rules of behavior e Security awareness e Training, topics
e Acceptable use policy e Expected and prohibited behavior
o Sanctions policy e Discipline process
e Hiring and termination policy e Employee screening, account
termination
Roles and e |nformation security officer o Qverall responsibility for security
responsibilities e Information security manager e Functional responsibility for
security in department
e System owner e Defines system security
e Data owner ¢ Defines data security
e System custodian e |mplements security
Minimum security Administrative e Account management
controls e Business continuity planning

e Disaster recovery

e |ncident response
Physical e Workplace security

e Workstation, laptop, and

removable media security

o Sensitive area security
Technical o Network controls

e Server controls

e Application controls

e Device controls

e Transmission controls

Oversight e Monitoring e Sensors, metrics
e Assessment e Risk assessment
e Audit e Account right review
e Testing e Vulnerability scanning,

penetration testing

Note:  Information security policy sets cover a wide array of information security controls.

consistent with business objectives, be cost effective, and pro-
vide a business advantage to the organization.

*  Organization structure. Information security policies must estab-
lish and convey explicit information security responsibilities,
accountability, and oversight for your organization’s structure.

* Organizational controls. An effective information security pro-
gram is well integrated into the rest of the organization’s pro-
cesses and controls. For example, an incident response policy
and procedure must be integrated into security awareness,
acceptable use policies, sanctions, help desk and ticketing
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information systems, disaster recovery plans, and breach noti-
fication procedures.

s Industry, threats, and culture. All information security policy
sets address (or at least should) many of the same issues, but
the strength of the control, the strictness of the sanction, and
the degree of oversight in these controls must fit the organi-
zation’s threat environment, industry, and company culture.

This book contains numerous examples of policy statements and
even a complete information security policy set. These examples and
example set are for illustrative purposes to show depth-of-control
description, example formats, and an example policy set framework.
'They are not intended as a replacement for solid information security
engineering and policy writing.

1.2 Top-Down Security

When embarking on the creation or revision of an information secu-
rity policy set, it is important to remember that top management
involvement in the security program and the creation of information
security policies go hand in hand.

Information security policies are the statement of top management
intent on how to protect information systems and ensure the security

and privacy of sensitive data.

'The approach of defining and implementing security controls based
on the directions of top management (reflecting business objectives) is
called “top-down security.”

Organizations implementing their information security pro-
grams in a top-down manner benefit from a security program that is
designed to meet the business (or mission) objectives through a clear
understanding of the sensitive data and critical information systems
(i.e., assets) that support their mission, the threats to these assets, the
potential vulnerabilities in the information systems and controls, and
a well-designed information security program that effectively uses
corporate resources to protect these assets appropriately.

Unfortunately, not all information security programs are devel-
oped using the top-down security approach. Without this strategic



INTRODUCTION 7

direction, security programs tend to develop from the bottom-up.
Rather than an intentional security program created from mis-
sion objectives, the management intent on those responsible for the
operational protection must make daily decisions based on their own
understanding of potential threats and the need to protect corporate
assets. Bottom-up security programs evolve in the vacuum of strategy
based on perceived technology needs or a daily reaction to issues as
they are discovered rather than to review the system of controls that
may have led to this vulnerability (e.g., patch management, system
configuration standards, configuration management, account provi-
sioning, account monitoring, and account rights reviews. When con-
tronted with a serious vulnerability such as nonapplication of a critical
patch in an existing system or a dormant administrative account, the
immediate reaction is to patch the vulnerability and move on to the
next task. Information security programs that lack strategic direction
or documentation tend to mirror this “penetrate-patch-and-proceed”
approach. The result is a technology-heavy program that is limited in
that it addresses security symptoms discovered at the staft level.

While the discovery of security issues at the staft level is an impor-
tant part of any security monitoring and incident response capability, an
information security program operating without high-level direction and
decisions is misaligned with the organizational business objectives. The
“bottom-up approach” to security may seem to be a more direct approach
to the known organizational information systems and control issues, but
this misalignment with the organizational mission degrades the pro-
gram and leads to many inefficient uses of organizational resources such
as staft-level risk decisions, symptom-based remediation, a noncompli-
ant security program, lack of adoption of a security program, and lack of
awareness of security controls and procedures.

Staft-level risk decisions are security-risk decisions made at the
information system administrator level and not by corporate officers.
Information system administrators are closer to many of the secu-
rity-risk issues and often have a better technical understanding of the
control, vulnerability, or countermeasure, but the security risk is to
the organization and the decisions on how to deal with it are orga-
nizational and not operational decisions. Many components go into
an understanding of discovered risks and determining the appropri-
ate organizational response, including impact to other organizational
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departments, the reporting structures, regulation and contract com-
pliance, customer requirements, potential legal and reporting require-
ments, and the organization’s risk aversion. Staff-level risk decisions
may seem a more direct response but ultimately put the organization
at a greater security risk.

Symptom-based remediation happens when technology and coun-
termeasures deployed to address the symptoms of discovered vulner-
abilities fail to address the underlying issues. Consider an organization
that has a penetration test performed and discovers that one of its web
servers has not been patched in 6 months and is vulnerable to a well-
known attack. The recommendation from the penetration test typically
states that the information system should be updated to include the
vendor patch that addresses the issue. The staft-level response typically
follows this recommendation and moves on. This approach is sometimes
referred to as the “penetrate-patch-and-proceed” process and can lead
to a steady state of a consistently vulnerable information system because
the solution focused only on the symptom. The likelihood of a simi-
lar vulnerability existing in another server 6 months from now has not
been addressed or reduced. Consider instead the top-down approach
that includes other organizational elements, the analysis of nontechni-
cal potential controls, and the search for a root cause. Recommendations
coming from an organizational approach to security risks (instead of
limiting them to technical solutions) could reveal the root cause to be
a lack of training, the need for configuration standards, oversight and
governance controls, or improved accountability measures.

Another major issue with the bottom-up approach is a noncompli-
ant security program. This results when the corporate security pro-
gram is not demonstrably compliant with regulations or customer
requirements, which happens more often in the bottom-up approach
because regulations and customer requirements are by their very nature
a top-down approach. Information security regulations (e.g., Health
Insurance Portability and Accountability Act Security and Privacy
Rules) are a set of required controls for your organization to follow
based on the sensitivity of data entrusted to the organization or the
criticality of the organization’s information systems. The regulation
requirements become codified in your organization through your own
set of security policies and procedures that ensure appropriate protec-
tion of sensitive data and critical information systems. These controls
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are rarely limited to technical controls. Relegation of regulation com-
pliance to the staff level results in an incomplete approach to address-
ing the required controls and a noncompliant security program.

Any heroic or individual efforts to lock down critical information
systems and safeguard sensitive data are likely to remain individual
efforts. Without a general knowledge and adoption of a set of policies
and standards, the organization’s information security program can-
not be a concerted effort.

Ask any security administrator or staff member how certain secu-
rity controls are implemented or what activities are prohibited on the
system. If they are unaware of the control implementation or expected
behavior, then it is clear that information security policy and proce-
dure awareness is lacking. When those expected to implement con-
trols or behave appropriately on the organization’s system are unaware
of the rules, these information systems are vulnerable.

Given the weaknesses of the bottom-up approach to building and
maintaining information security programs, organizations should
adopt the top-down approach. This approach is based on clear articu-
lation of the information security strategy based on organizational
objectives, the effective communication of the security program
goals, and allocation of responsibilities in carrying out those goals; in
short, information security policies, procedures, and standards—the
establishment and management of an information security program
utilizing a well-structured set of information security policies, proce-
dures, and standards. These policies, procedures, and standards are to
be developed as a direct extension of the organizational mission. An
organizationally aligned information security program is the effec-
tive use of organizational resources and has several benefits including
relevance to organizational mission, program completeness, process
maturity, governance and oversight, planning and budget support,
and audit and compliance support.

To be aligned with the organizational mission, an information
security program must be defined and managed through a set of
information security policies, procedures, and standards derived from
an understanding of the organizational mission. Specific mission ele-
ments that affect the information security policies, procedures, and
standards include the corporate structure, competitive positioning,
customer commitment, and industry vertical.
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Information security programs built from the top-down should be
based on a security framework (e.g., NIST 800-53, ISO 27001/2, or
COBIT). These frameworks provide a structured method to organize
and reason the security objectives and controls needed to implement
appropriate protection.

As an organizations information security program matures, it
is important to understand that well-understood and implemented
administrative processes provide a far more consistent and effective
protection of organizational assets than the standard “hero” approach.
'This approach is the belief that smart people will do smart things. The
problem with this approach is that it lacks discipline and repeatability.
Smart people are capable of smart actions but seldom are those actions
consistent, always performed, or repeatable. When defending your
assets and information systems repeatability trumps occasionally clever.

Assigning a responsibility to someone is one thing, but ensuring
that the responsibility is met is governance and oversight. Immature
and hero-based information security programs can have many infor-
mation security controls in place but their implementation can be
spotty and ineffective when governance and oversight controls are
lacking. A top-down flow of responsibilities and oversight is an
important element of designing the information security program,
and this is implemented through the development of an information
security policy, procedures, and standards set.

Information security programs are not static. They need to continu-
ally evolve and react to changing environments and threats. Changing
the program requires planning and the procurement of organizational
funds for additional controls. The information security policy, proce-
dures, and standards set can be used as a planning and budget tool.
Gaining senior management support for information security spend-
ing is far more effective when addressing a policy gap because the
policy was developed to be consistent with organizational needs.

Finally, an information security program based on a solid informa-
tion security policy set is a required element of any information secu-
rity audit or compliance program. If your organization is required to
undergo information security audits, information security regulations
audits, or information security compliance reviews, it is the informa-
tion security policy set that forms the definition of your security pro-
gram. An auditor’s mantra is “if its not documented—it’s not done”
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Table 1.2 Benefits of Top-Down Security

BENEFITS OF TOP-DOWN SECURITY PROBLEMS WITH BOTTOM-UP SECURITY
e Mission relevance e Symptom-based risk management

e Program completeness o Staff-level risk decisions

® Process maturity e Noncompliant security program

e (Governance and oversight e |ack of adoption

e Planning and budget support e Lack of awareness

e Audit and compliance support

Note: Information security programs are best implemented in a top-down design. Top-
down security means that information security controls are derived from organiza-
tional mission objectives.

may be a bit of an exaggeration. Closer to the truth would be “if its not
documented—its done not consistently” (Table 1.2).

Organizations seeking a strong information security program,
improvements in their existing program, or an effective approach to
compliance, governance, and oversight should first look into their
information security policy set. Information security policies, proce-
dures, and standards play a key role in defining and maintaining the
corporate information security program. In order to align the imple-
mentation of the security program to the business objectives, the
information security program must be planned, documented, imple-
mented, monitored, and maintained. Information security policies,
procedures, and standards are the definition of the corporate informa-
tion security program and the documentation of such an alignment.

1.3 Current State of Information Security Policy Sets

'The value of this text would be suspected if most organizations had
a strong information security policy set. The fact is that among all of
the elements of an effective information security program, the infor-
mation security policy set is the one control with the most room for
improvement for most organizations. The good news is that you are
reading this text, and improvements in this area are likely to result in
major improvements to your security program.

'The information security policies set for many organizations remain
ineffective because they are nonexistent, inaccurate, ignored, or unclear.
In several recent surveys [Cisco_1], [Protivit_1], it has been determined
that around 23% of corporations do not have any information security
policies—not an outdated or incomplete policy set, but a complete lack
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of any information security policies. Clearly those organizations are
exhibiting bottom-up security. Creation of an information security
policy set would provide vast improvements in the effectiveness and
manageability of their information security program.

For those organizations that do have a written information security
policy, many of these policies are not well integrated into the infor-
mation security practices and are largely ignored (i.e., shelfware). An
information security policy set that does not govern and provide guid-
ance over the implementation of security controls has likely been cre-
ated in support of an audit, regulation compliance, or customer request
but was never truly adopted by the organization. These policies typi-
cally have derived from “standard industry templates” and have little
to no effect on the implementation and governance of security con-
trols. The organization envisioned a documented security program to
inform users of acceptable behaviors and documented the workflow
of critical processes; however, the implementation of a complete but
nonintegrated information security policy has little effect on the secu-
rity program.

Information security policy templates and examples are great ways
to demonstrate how these documents may be formatted, the depth of
the control descriptions, and key document sections. A security policy
author working for an organization may use templates as a way to
research or as worked examples, but these documents should be used
with caution. Never substitute a worked example for an analysis of the
organization’s mission, requirements, environment, and capabilities.
For information security policies, procedures, and standards to be
effectively integrated and used within an organization, these docu-
ments must match the business processes and needs of the organiza-
tion. Any security policy author who simply modifies a security policy
template by inserting his/her name in the “[Organization]” field is
creating a nonintegrated policy set. Templates may provide a useful
document structure but when the contents are not analyzed and tai-
lored for the organization, the result is a policy that does not affect
the security program and does not meet the intent of the regulations,
requirements, or the business mission.

Other organizations have at one time initiated and completed an
information security policy program in which they created an infor-
mation security policy set that meets their needs. As part of this effort,
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the policies reflected their current organization, technology, regula-
tions, and the threat environment. However, aside from minor edits,
these policies have gone unchanged for 3-5 years (or more). There are
some telltale signs of outdated and out-of-touch policies such as the
document date, and those documents that still reference PDAs and
do not reference smart phones or social media are out of date. Other
policy sets are outdated in less obvious ways such as referencing and
implementing older versions of regulations or assigning responsibili-
ties to departments that have been renamed or consolidated. Such pol-
icies are not only outdated but inconsistent with organizational goals.

It should be rather obvious that outdated policies have now fallen
into the category of “largely ignored.” By referencing old technology,
not providing relevant technology guidance, not addressing current
threats, and being inconsistent with the organizational structure,
these policies cease to provide direction and are not used to imple-
ment or monitor the organization’s information security program.

Finally, many information security policy sets can be difficult to
understand. Even well-meaning users seeking to understand the
rules governing the use of corporate resources cannot figure out what
actions are allowed or restricted. These information security policies
typically suffer from a lack of organization, consistency, and clarity of
language.

Common problems in these types of information security policy
sets include the following issues:

* Prose instead of policy. Users can gain information about spe-
cific technologies, regulations, and threats in the security
awareness training or from company bulletins. When users
consult a policy to see whether they need to encrypt a flash
drive and with what algorithm and key strength, it should
be a simple process. Instead users are many times treated to
a two to three paragraph discussion of the threats. A policy
statement is typically buried within those paragraphs for the
user to find and abide by, but many times it is lost in a sea of
prose. The result is an unclear policy and one that no longer
serves the purpose of providing the rules in a clear and con-
cise manner, and therefore, no longer consulted for direction
and requirements.
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*  Mixed policy and procedures. An information security policy is
a statement of management intent with respect to the protec-
tion and treatment of information assets. This is the “what” of
the information security program. An example information
security policy statement is “all information systems shall be
hardened prior to being released into production.” A proce-
dure is step-by-step instruction on the implementation of one
or more policy statements. This is the “how” of the informa-
tion security program. An example of an information security
procedure would detail the approach taken to harden a spe-
cific technology such as “the following steps are implemented
to harden a web server.” When policy statements and proce-
dure statements are mixed in a single document, the message
becomes cumbersome and confused.

* Mixed audience. In addition to the mixed message example
above, the audience for the single document is inappropriate.
Informing users or customers that information systems are
hardened is appropriate but the method in which the harden-
ing is implemented may be sensitive and not releasable to all
users or customers.

1.4 Effectiveness of Information Security Policy Sets

Many in the information security industry have long viewed informa-
tion security policies as less than effective. It is not unusual to hear
those in IT state, “policies do not enforce anything; it takes technol-
ogy to really implement security.” The thought here is that policies
are not active or effective security controls. Whereas, a firewall can
actively block a packet sent to the network that does not meet certain
requirements, policy statements such as “do not take pictures in the
data center” can simply be ignored.

There is no denying that policies are passive but there are several
key fallacies in the “policies do not enforce anything” argument. First,
the information security policies themselves are passive but the activi-
ties they define to be performed are active. Information security poli-
cies typically require activities such as visitor escorts, code reviews,
account rights reviews, and other information security activities that
do actively enforce a security control. In fact, without policies and
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procedures these controls are rarely performed or done in a consistent
manner.

Second, the overwhelming majority of employees and contractors
will obey security policies and procedures if they are made aware of
them. Security policies are the statement of the management goals
and objectives for the security program, information system secu-
rity, and user behavior. Most employees and contractors will operate
within the rules of the organization and the information system but
those rules must first be clear. For example, when I visit a new cli-
ent and I arrive onsite, I respect the organization’s wishes on how
I am to behave. If I am presented with an acceptable use policy or
a visitor code of conduct, then I am aware of the rules that govern
my behavior. Many times I am offered no such policies leaving me
unaware of any unexpected rules that may govern how I am to behave
(i.e., no camera phones on the premises, or visitors must be escorted).
Without providing these policies to visitors, contractors, and staff,
the policies are very likely to not have much effect on the behavior of
individuals. However, if these policies are provided and incorporated
into contracting and security awareness training, they are very eftec-
tive at informing these people and influencing behavior. In a recent
study comparing organizations with various levels of security policy
awareness, it was found that “93% of companies where security policy
was poorly understood had staff-related breaches (vs. 47% where the
policy was well understood)” [PWC_1].

Finally, information security policies are the definition of an
organization’s information security program. Without information
security policies and procedures, there is no planned, documented,
and managed set of information security controls. The 2013 ISC2
Global Workforce study found that three of the top four categories
for securing infrastructure are security policy related. Topping the
list of important components of a security program was management
support of security policies (with 89% ranked as important or very
important), third on the list was “adherence to security policy” (86%),
and fourth on the list was training of staft on security policy (83%)."

" The 2013 ISC2 Global Information Security Workforce Study, Frost & Sullivan,
https://www.isc2cares.org/uploadedFiles/wwwisc2caresorg/Content/2013-ISC2-
Global-Information-Security-Workforce-Study.pdf.
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EXERCISES

1. Information security controls can be planned and imple-

mented from a top-down or bottom-up perspective.

a.

b.

Compare and contrast top-down security and bottom-up
security.

Describe a situation where bottom-up security is more
advantageous.

Why is top-down security generally more appropriate for
the creation of information security policies?

2. How does an information security policy framework assist in

the top-down implementation of information security polic
P p y poucy

frameworks?

3. Review your own organization’s information security policies

for currency and applicability.

a.

b.

Can you identify when they were last updated? Is this a
reasonable time?

Can you identify upon which information security reg-
ulations, laws, and standards the current set of policies
are based? Is this inclusive of the required regulations for
your industry and sensitive data within your information
systems?

Be prepared to discuss how information security policies
dictate user behavior in your organization and why.

Be prepared to discuss how information security policies
dictate information system security controls in your orga-
nization and why.
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INFORMATION SECURITY
PoLicy Basics

Information security policy is the general term referring to any
document that conveys an element of the security program in order to
enforce organizational security goals and objectives. Since this defini-
tion covers such a wide array of security policy documents, it is useful
to describe the various types of information security policies that an
organization may employ.

The terms used below to describe these information security pol-
icy types are in general use within the information security industry
and will be used consistently throughout this chapter. However, it is
not unusual for a specific organization or government agency to have
alternative names for the same information security policy types. For
example, in many organizations and certainly in government depart-
ments, the word “policy” is closely associated with laws and regu-
lations. In these cases, a limited number of people (e.g., legislature)
have the authority to create policy, so an information security policy
is typically referred to by other names such as “information security
statement,” or “information security document” or other terms avoid-
ing the use of the word “policy.” The term an organization uses to
describe these documents does not matter. The general organization
and completeness of these documents does matter.

2.1 Information Security Policy Types

In this chapter, we use the terms policy, standard, procedure, baseline,
and guidelines to describe the various information security policy
document types. The structure and organization of these information
security policy types are illustrated in Figure 2.1.

17
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2.1.1 Information Security Policies

Information security policies are the highest level of information secu-
rity policy sets. These policies are approved and issued by the senior
management of the organization as their expectations for the overall
security program, system controls, and user behavior. Information
security policies are mandatory in that all information systems and
users are expected to conform to the policy statements. An exam-
ple policy statement may read: “The organization shall ensure that
all information systems implement authentication with sufficient
strength of mechanism for their intended use.”

Within this top level of the information security policy, documents
are various policies directed at the organizational level, the security
program level, the user level, and the system level. Figure 2.2 illus-
trates the four levels of information security policies, namely, organi-
zational, security program, user, and system levels.

Organizational level information security policies address the
overall information security program and the sensitivity of data. In
Information Security Program policy, senior management dictates
the required elements of the information security program, assigns
responsibilities, and establishes oversight controls. In the Data and
System Classification Policy, senior management defines levels of

Information security

policy document type Example documents Policy document
Information security Information Data and Organizational
policies security system level policies
program classification

Security program

Incident Security
level policies

response monitoring
policy policy

Acceptable Security User level policies
. awareness
use policy :

policy

System Access System and control
protection control level policies
policy

policy

Figure 2.2 Information security policy levels—example. Within the top level of information
security policy types are various types of policies addressing an associated group of controls such
as organizational, security program, users, and system controls.
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classification for both data and information systems based on the sen-
sitivity of the data and the criticality of the system. Along with the
classification definitions, senior management establishes minimum
controls for the sensitive data (e.g., handlings, labeling, transporta-
tion, and destruction) and the process by which information systems
will be secured and managed based on the system classification level.

Each of these individual policy types is listed and briefly described
here as an example of the four levels of the information security
policies.

2.1.2 Information Security Standards

Information security standards are a refinement of security require-
ments in the information security policies that address selected meth-
ods, techniques, and devices. These standards are mandatory as they
specify required refinements of the information security policies.
Standards are typically issued and approved by either senior man-
agement or their delegates such as an information security officer or
information security manager.

An example standard statement may read: “The organization shall
ensure that for password-based authentication, all information sys-
tems enforce the following minimum parameter settings: (a) pass-
word complexity—8 characters with both numeric and alphabetic
characters, (b) password lifetime—60 days maximum, 1 day mini-
mum, (c) password reuse—6 generations.”

Information security standards are developed to provide greater
explanation or specificity for information security policy level state-
ments. For this reason, information security standards should have a
direct and clear correlation to the information security policy state-
ment they are refining. One approach in ensuring this correlation is
to create an information security standard with the same root name
as the information security policy. For example, the information
security policy document “System Protection Policy” would have
a corresponding information security standard document “System
Protection Standard.” Within the standard, each standard require-
ment would be clearly linked (e.g., same numbering scheme and
requirement titles) to the corresponding information security policy
statement it is refining.
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2.1.3 Information Security Guidelines

Information security guidelines are also a refinement of security
requirements in the information security policies that address selected
methods, techniques, and devices. These guidelines are written just like
standards but they are not mandatory as they specify suggested refine-
ments of the information security policies. Guidelines are typically
issued and approved by either senior management or their delegates
such as an information security officer or information security man-
ager. As these are not mandatory, it is not unusual to have the guide-
lines authored and shared without a formal approval process. In these
cases, subject matter experts may create, publish, and share guidelines.

An example guideline statement may read: “The organization
should ensure that for password-based authentication, all informa-
tion systems enforce the following minimum parameter settings: (a)
password complexity—=8 characters with both numeric and alphabetic
characters, (b) password lifetime—60 days maximum, 1 day mini-
mum, (c) password reuse—6 generations.”

Information security guidelines should be created to show the same
direct correlation to information security policies as the standards.
The same naming convention and document structure approach is
recommended. For example, the information security policy docu-
ment “System Protection Policy” would have a corresponding infor-
mation security guideline document “System Protection Guideline.”
Within the guideline document, each guideline statement would be
clearly linked (e.g., same numbering scheme and requirement titles) to
the corresponding information security policy statement it is refining.

2.1.4 Information Security Baselines

Information security baselines (also called benchmarks) are manda-
tory minimum-security controls for a selected area or application.
They are also a refinement of security requirements in the informa-
tion security policies but they are used for devices, applications, or
other areas where a number of settings, parameters, and activities are
related to the effectiveness of a security control. An example guide-
line statement may read, when deploying a browser within the pro-
duction environment organizations shall implement the associated

United States Government Configuration Baseline (USGCB) for the
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browser. The USGCB is a configuration baseline for various operating
information systems and applications and covers security settings and
parameters for the specific application.”

Baselines typically involve a large number of settings and param-
eters based on known vulnerabilities within the application. As new
vulnerabilities are discovered, the baseline is updated to reflect the
best approach for reducing the security risk within the application.
Many organizations lack the resources necessary to perform the
research necessary to keep baselines up to date and will instead rely on
external organizations to create and maintain baselines. Several orga-
nizations that produce and maintain baselines include the National
Institute of Standards and Technology, the Center for Internet
Security, and information security product vendors.

Information security baselines should be created for each device,
application, or other area in which a set of minimum-security controls
and settings would be useful to the organization.

2.1.5 Information Security Procedures

Information security procedures are step-by-step instructions for the
implementation of security controls or processes dictated in the infor-
mation security policies, standards, guidelines, or baselines. They are
also a refinement of security requirements in the information secu-
rity policies but they provide the “how” and the “who.” For example,
an information security procedure in support of an account manage-
ment/account initialization policy or standard would provide detailed
instructions and screenshots for how an account would be created,
assigned rights, and communicated to the user.

'The act of documenting procedures creates a common approach and
understanding among the various roles and individuals implementing
and interfacing with the process. For many procedures, multiple roles
are involved in various aspects of the tasks. For example, a termina-
tion procedure involves the employee, his or her supervisor, human
resources, information technology, finance, and, potentially, legal.
Documenting the tasks involved with this process, their order, and the
roles and responsibilities of the parties involved assures understanding
not only individual roles but also how others contribute to the process.

" http://usgcb.nist.gov/.
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EXERCISES
1. Briefly explain the difference between a policy, standard,

guideline, procedure, and baseline.

2. What are the benefits of documenting security procedures

(e.g., account provisioning)?
3. Consider an organization that has outsourced system con-

figuration to a cloud services provider for those servers in
the cloud.

a.

How would you go about documenting your organiza-
tion’s policy for system configuration in a cloud environ-
ment if a third party managed the configuration?

How would you go about documenting your organiza-
tion’s procedures for system configuration in a cloud envi-
ronment if a third party managed the configuration?
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INFORMATION SECURITY
PoLicy FRAMEWORK

Developing and maintaining a set of documents that make up the
information security policy set (e.g., policy, standards, guidelines,
and procedures) for an organization can be a significant undertaking.
'These documents cover the goals, objectives, and requirements for the
organization’s security program, user behavior, and minimum controls
for information systems and applications. To say such a document set
results in a large set of policy statements is an understatement.

To provide some structure to this process, it is imperative that the
author or project leader of the information security policy set adopts
a framework to guide the development and ensure proper coverage.
A framework is simply the basic structure of a system. The care-
tul and solid creation of any complex system without an underlying
framework or structure is difficult if not impossible. In the context
of information security policies, a framework is the basic structure of
the various policies, procedures, and standards. The importance of a
system structure (e.g., information security policy framework [ISPF])
is to ensure that the system created is sound by providing an approach
for consideration of all essential elements and a way to reason about
how those elements relate and support each other.

3.1 Information Security Policy Sets without Frameworks

Before discussing various information SPFs available to pattern the
development of your own information security policy set, it may
be useful to discuss the importance of adopting a framework at all.
Indeed many information security policy sets in effect at organizations
today lack the structure of a framework. Such policy sets suffer orga-
nization, clarity, and are a nightmare to maintain. The following two
examples illustrate some difficulties that are sometimes experienced

25
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with information security policy sets derived without the structure of
a framework:

* Referencing the information security policy set. When asked
whether an organization has a stance on a specific behavior
or control, many people within the organization are quick to
conclude that there is a policy on that topic, but when pressed
to find the policy statement, they many times are unable to
find a reference in their policy set. For example, ask yourself or
your customer whether they have a policy against cell phones
with video recording capabilities in a data center or whether
they have a data classification policy. If they believe that such
a policy exists ask them to bring up the reference. Many times
they will find that it is difficult to find where in the policies
such a control would be discussed. Furthermore, many times
these controls will simply be missing or simply discussed at
a high level with no specific controls (e.g., data classification
without handling restrictions associated to various levels).

* Updating the information security policy set. Given an organi-
zation’s existing information security policy set consider the
addition of recent changes to an information security regula-
tion that applied to the organization (e.g., Health Insurance
Portability and Accountability Act [HIPAA] and Payment
Card Industry Data Security Standard [PCI DSS]). How dif-
ficult would it be to first identify the policy statements that
implemented the previous version of the information security
regulation? Now how difficult would it be to implement the
changes to the information security regulation throughout
the information security policy set? These information secu-
rity policy sets are typically updated by adding yet another
policy for every new topic.

An information security policy set that is difficult to reference, or
even find the relevant policy statements regarding a security topic or
concern, is not serving the objective of guiding behavior and estab-
lishing minimum controls. An information security policy set that is
difficult to update or support an audit against a specific regulation is
equally ineffective. By continually adding to the information secu-
rity policy set simply because it is too difficult to find the previous
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policy statements regarding similar and related controls, the infor-
mation security policy set becomes more confused, conflicting, and
unrelated to the real information security strategy of the organization.
'The adoption of an ISPF addresses these concerns and provides other
benefits as well.

3.2 Information Security Policy Sets with Frameworks

The benefits of a structured information security policy set based on
a framework include usefulness, audit support, and maintainability.
The structure of an information security policy has many advantages:

s Completeness. An ISPF is organized to demonstrate complete
coverage of the relevant areas affected by information security
policies (e.g., people, process, and technology). By adopting
an ISPF, the organization is assured that the policy set pro-
vides coverage for the relevant areas that require guidance for
information security controls. Adoption of an ISPF provides
a more complete information security policy set.

* Consistency. An information security policy set organized
according to a framework requires grouping of associated
controls (e.g., passwords, patch management, or audit review).
By grouping related controls (e.g., password strength and
password expiration) and all references to these controls in
a single portion of the policy set, it is easier to ensure con-
sistency throughout the information security policy set for a
specific control. In other words, it is less likely that one policy
will require six character passwords, whereas another policy
requires eight characters.

* Compliance. 'The structure of the information security policy
set, when structured based on a framework, can assist in infor-
mation security compliance efforts. Most information security
frameworks have mappings (or “crosswalks”) to relevant infor-
mation security regulations. Demonstrating compliance with
the documentation (policies and procedures) elements of infor-
mation security regulations is aided greatly by these mappings.

* Common mapping. Information security policy sets based on
common frameworks are also based on common or industry
accepted mappings to other frameworks, regulations, and
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technologies. The mapping of information security program
requirements to information security projects and technology
procurement becomes an essential element of maturing the
information security program.

s Improved use and understanding. Information security policy
sets organized and based on frameworks improve the integra-
tion of the various policies by providing an understanding of
basic elements and their interaction. First, policy statements
are grouped according to their topic areas and audiences. For
example, a user seeking to understand his or her expected
behavior on the corporate network does not need to consult
the software usage policy, the security awareness training, the
network usage policy, and the Bring Your Own Device policy.
Instead all users’ expected behavior can be a single section in
the Acceptable Use Policy. Second, references to other policy
statements such as the encryption policy statements are easy
and succinct because all encryption policy statements can be
referenced in a single reference to the encryption policy.

3.3 Common Information SPFs

Given the benefits of using an ISPF on which to base an organiza-
tion’s information security policy set, organizations should strive to
adopt a framework for their information security policy project. There
are many available frameworks upon which to build and maintain an
information security policy set.

'The more useful frameworks are generally well accepted within the
industry, up to date with advances (e.g., threats and controls) in the
industry, and well structured to support their use. There are several
information security (or even information technology [IT]) frame-
works that meet these framework requirements and should be consid-
ered when adopting a framework for the development and maintenance
of an information security policy set. These frameworks include
the Federal Information Security Management Act (FISMA), the
International Standards Organization (ISO) 27001/2:2013, Control
Objectives for Information and Related Technology (COBIT), and
the Her Majesty’s Government (HMG) ISPF. There are certainly
plenty of other SPFs that have been adopted and may work well for
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your organization but a description of these SPFs is adequate to illus-
trate the usefulness and importance of adopting a framework.

3.3.1 FISMA Framework

The FISMA, enacted in 2002, requires federal departments, govern-
ment contractors, and government service providers to implement and
manage an information security program. The federal information secu-
rity program requirements are defined in the FISMA Implementation
Project by the publications authored by the National Institute of
Standards and Technology (NIST). Table 3.1 provides a summary of
the major documents of the FISM A Implementation Project.

The core document of the FISMA project is Special Publication
(SP) 800-53: Security and Privacy Controls for Information Systems
and Organizations. Although this document is intended as a catalog
of security and privacy controls, the basic structure and organization
of these requirements provides a useful framework for the organiza-
tion and construction of information security policies.

Table 3.1  FISMA Implementation Project Documents

NIST SPECIAL

PUBLICATION TITLE DESCRIPTION

FIPS 199 Standards for security categorization Mandatory federal standard for
of federal information and determining the security category of
information systems information systems

FIPS 200 Minimum security requirements for ~ Mandatory federal standard for deriving
federal information and information  the impact level from the security
systems category for information systems

SP 800-53 Security and privacy controls for Federal guideline for selecting the
federal information systems and minimum-security controls for
organizations information systems and the organization

FIPS 140-2 Security requirements for Federal standard for the specification of
cryptographic modules cryptographic-based security information

systems used to protect sensitive data

Also established the cryptographic module
validation program for the validation of
cryptographic modules by cryptographic
and security testing laboratories

FIPS 140-3 Security requirements for Proposed revision for FIPS 140-2
DRAFT cryptographic modules

Note: The FISMA Implementation Project was established in 2003 as a result of the Federal
Information Security Management Act (FISMA). The NIST defined the minimum-security require-
ments for federal information systems processing sensitive data through this program.
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Table 3.2 FISMA Control Families

ID CONTROL FAMILY ID CONTROL FAMILY

AC Access control MP  Media protection

AT Awareness and training PE  Physical and environmental protection
AU Audit and accountability PL  Planning

CA  Security assessment and authorization PS  Personnel security

CM  Configuration management RA  Risk assessment

CP Contingency planning SA  System and services acquisition

1A Identification and authentication SC  System and communication protection
IR Incident response SI System and information integrity

MA  Maintenance PM  Program management

Note: The information security and privacy controls listed in NIST SP 800-53 are organized into
families and identified with a digraph.

The information security and privacy controls described in the
NIST SP 800-53 document are well defined and organized. Each of
the controls belongs to one of 18 control families. The security control
families are listed in Table 3.2, along with their digraph identifier.

Within each control family is a hierarchical set of control require-
ments intended for low-, moderate-, and high-impact information
systems. Briefly, a system is determined to be high, moderate, or
low impact based on the confidentiality, integrity, and availability
requirements of the system and the sensitivity of the data (see Federal
Information Processing Standard [FIPS] 199 for more detail). These
impact ratings are used as the basis for the selection of minimum con-
trols for an organization’s system. Depending on the impact rating of
the system the controls subset is selected (e.g., all low-impact controls
for low-impact information systems; all low- and moderate-impact
controls for moderate information systems; and high, moderate, and
low controls for high-impact information systems).

Each control requirement is sequentially numbered within the
control family (e.g., AC-1, AC-2). Each of these requirements can
have additional protection measures called enhancements (e.g., AC-2
(1), AC-2 (2)). These enhancements cover subtopics of the controls
requirement such as AC-2 is the control family identification and
sequential number identifier for the account management require-
ment; AC-2 (1) is the identifier for the automated system account
management enhancement and AC-2 (2) is the identifier for the
removal of temporary accounts enhancement.
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3.3.1.1 Using the FISMA Framework as a Policy Framework Some of
the FISMA requirements are high-level requirements that describe
security program requirements whereas others are lower-level require-
ments more suited for system control requirements or even standards.
There are two basic approaches to creating an information security
policy set based on an existing framework.

* Framework-Matched Policy Set: Some frameworks are orga-
nized to support a matching policy set. Information security
policy sets based on these frameworks are called framework-
matched policy sets. Frameworks that support these policy
sets are based on either high level or low level requirements.

A good example of a high-level framework is the HMG
Security Policy Framework (SPF). The HMG SPF is not
populated with detailed information security controls such as
password requirements and account management process ele-
ments. Since detailed security requirements are not already
allocated to the framework elements there is usually not much
to go on and the policy writer will be required to determine
the controls, processes, technology, and techniques that must
be in place to meet the policy objectives.

A good example of a low-level framework is the ISO
27001/2 Framework. The ISO 27001//2 framework not only
has a high-level set of information security control groups but
also a set of allocated information security requirements that
do lend themselves to an organization that makes sense within
an information security policy set. Many of the embedded
controls within each area offer the policy writer a low-level
structure in which to create policy content.

'The organization of a framework-matched policy set will be
completely dictated by the framework and have the same num-
ber of policies as the framework has high-level divisions (see
Section 3.3.4 HMG Framework Security Policy Framework,
and section 3.3.2 ISO 27001/2 Policy Framework).

'The creation of a framework-matched policy set begins with
the creation of a policy matched to each of the framework
areas such as “Technology and Services.” For each of these
areas, the policy writer may utilize the available information
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from the framework to create policy statements that meet the
objectives of each area.

Framework-matched policy sets offer an easy and straight-
forward framework of policies (e.g., policy titles). Depending
on the depth of the framework, the policy writer may have to
take a do-it-yourself style of policy element creation or may be
able to rely on the framework to provide a lower-level organi-
zation and structure.

SIDEBAR: KEY WORD ANALYSIS

A method used to identify the lower-level structure is to review the
framework documents for key words that identify the need for docu-
mentation. These key words may vary from framework to framework
but should be readily identifiable. An example of a key word analysis is
provided in Tables 3.4 and 3.5. Within ISO 27001/2, the following key
words were identified as a signal that the control required written policy,
procedure, or standard (see Tables 3.4 and 3.5):

¢ Defined (diagrams)

¢ Defined (agreement)

¢ Documented, developed, designed, or formal (procedures)
¢ Documented (requirements)

e Established (responsibility)

e Established (rules)

¢ Formal process

* Framework-Inspired Policy Set: Some frameworks not only
provide a high-level organization of information security
controls but also detailed requirements on controls, processes,
technology, and techniques. These individual requirements
provide the information security policy writer with specific
requirements to populate each of the information security
policies. However, the organization of these detailed require-
ments are not completely aligned with the objectives of creat-
ing an organized and clear information security policy set.
For example, within the FISMA framework the first control
for each control family (e.g., AC-1) requires that the orga-
nization develop, document, and disseminate policies and
procedures (for that specific control family objective). An
information security policy set is better organized and more
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clear when the requirement for the development, documenta-
tion, and dissemination for an information security policy set
is discussed in a single policy requirement and typically would
be part of an information security program policy.

Not all of the specific requirements are organized to accom-
modate the creation of a well-organized policy. The organiza-
tion of a framework-inspired policy set will be based on the
tramework but modified where appropriate. Reorganization
of some of the policy elements may be necessary to group
like policy elements and create clarity and consistency within
the policies and policy set. Examples of modifications to the
security framework organization to accommodate a well-
organized policy can be seen in Figures 3.1 and 3.2 (FISMA-
Based ISPF and ISO 27001/2-based ISPF).

A simple approach to creating an information security policy set based
on the FISMA controls would be to create an information security

o Information security program policy (PM, PL-2, 8, XX-1, RA-5, CA)
o Data classification and system categorization policies (PL-1, RA-2)
o System security acquisition policy (SA)

Organizational-
level policies

Security o System planning and management policy (CM, MA, PL-2, 3, SI)
» Contingency planning policy (CP)
P rogra.m.—level o Incident response policy (IR, SE-2)
policies o Personnel security controls policy (PS)
o Acceptable use policy (PL-4)
User: lfavel ¢ Security awareness aZld training policy (AT)
Ralicics o Media protection policy (MP)
o System and communications protection policy (SC)
» System security maintenance policy (CA, MA, SI)
System and o Physical protections policy (PE)
control-level o Account management (AC-2, 5,6)
policies o Access control policy (AC-3, 4, 6-8, 11, 14, 17-22)
o System security audit policy (AU)
o Identification and authentication policy (LA)

Figure 3.1 FISMA-based ISPF—example. FISMA security controls, as documented in NIST SP
800-53, can be allocated to the four information security policy levels into 17 policies. The policy
titles and associated control families, or controls, are listed to the right.
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o Information security management system (C4)
Organizational- o Classification labeling procedures (A.8.2.2)
level policies o Internal audit plan (C9)
o ISMS management review (C9, C10)

Information security management plan (C6)

Information security program monitoring plan (C9)
Security policy policy (C5)

Information security roles and responsibilities (C5, A.6.1.1)
e Personnel security plan (C7)

o Communication plan (C7)

Security
program-level
policies

e Security responsibility agreements (A.7.1.1)
o Acceptable use of assets (A.8.1.3)
e Security awareness program (C7)
User-level o Removable media disposal procedures (A.8.3.2)
policies e Document control plan (C7)
o Mobile device security policy (A.6.1.2.1)
o Telework security policy (A.6.2.2)
o Disciplinary process (A.7.2.3, A.7.3.1)

o User registration process (A.9.2.1)

o Operating procedures (A.12.1.1)

o Backup policy (A.12.3.1)

o Account management (A.9.2.1, A.9.2.2, A.9.2.4)

o Access control policy (A.9.1.1)

o Cryptographic controls policy (A.10.1.1)

o Key management policy (A.10.1.2)

o Asset inventory (A.8.1.1)

o Asset handling procedures (A.8.2.3)

e Physical security plan (A.11.1.1, A.11.1.3, A.11.1.4, A.11.1.5, A.11.1.9)

System and
control-level
policies

Figure 3.2 10 27001/2-based ISPF—example. IS0 27001/2 security clauses and controls, as docu-
mented in IS0 27001/2:2013, can be allocated to the four information security policy levels into 28 poli-
cies. The policy titles and associated IS0 27001/2 security clauses and controls are listed to the right.

policy for each control family. Even though the FISMA controls are
grouped according to the control family, this grouping is not the most
logical grouping of controls when it comes to organizing an informa-
tion security policy set. Using the 4 levels of security policies described
in Figure 3.2, FISMA security controls can be allocated amongst 17
policies shown in Figure 3.1 at these 4 policy levels.

3.3.1.2 Benefits of the FISMA Security Controls Framework The benefits
of using a FISM A-based security controls framework for the creation
of an ISPF include industry acceptance, use of supplemental guid-
ance, and the wide availability of crosswalks and mappings to other
associated information security regulations.
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s Industry accepted standard. The FISMA framework has a well-
established acceptance within the I'T and security community.
If ever challenged on your choice of a framework pointing to
the one produced by the NIST goes a long way.

s Supplemental guidance. Within the NIST SP 800-53 docu-
ment is supplemental guidance to explain and provide ratio-
nale for almost all of the controls. Furthermore, NIST has
produced an extensive catalog of Special Publications (800
series) providing supporting guidance on many information
security and privacy topics.

s Awailability of crosswalks. Many available maps from the
FISMA framework to other information security regulations
exist within the NIST SP 800-53 document itself, within
other information security regulations (e.g., IRS Publication
1075), or as separate documents (e.g., NIST SP 800-64 maps
800-53 to the HIPAA Security Rule).

3.3.2 ISO 27001:2013 Framework

An information security standard created by the International
Standards Organization (ISO) and the International Electrotechnical
Commission (IEC) has the long title: “Information Technology—
Security Techniques—Information Security Management Systems—
Requirements” but is commonly known as ISO 27001. The standard
is a specification for an information security management system
(ISMS). An ISMS is an organizational set of policies, procedures, and
processes that set forth the requirements and process for implement-
ing a set of physical, administrative, and technical controls to protect
organizational information assets. The ISO 27001 was first developed
in 2005 and its most recent edition is 2013. The standard is based on
an effort that started in 1995 with the British Standard (BS7799-1
and BS7799-2) and later BS17799-1 and BS17799-2.

The ISO 27001/2 framework is clearly aligned with an ISPF.
Using ISO 27001/2 as a framework for the development of infor-
mation security policies can be rather straightforward, but first the
structure of the ISO 27001 must be interpreted. The ISO 27001 has
seven clauses and a reference to 114 controls in 14 groups. The clauses
are required but rather high level. The clauses (4-10) of ISO 27001
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are listed in 5: ISO 27001 clauses, 4 along with the associated ISPF.
Policies, procedures, and processes aligning to these clauses will be
rather high level (or programmatic) as well. For example, Clause
6.1.2 requires that the organization “define and apply an informa-
tion security risk assessment process.” An information security risk
assessment process documents the minimum requirements for a risk
assessment, the output of risk assessments, and the workflow of the
results. Guidance for the development of an information security risk
assess process is presented below:

Security Risk Assessment Process Guidance: 'The following guid-
ance is provided for the performance of information security risk
assessments. This guidance is presented within the context of
the phases of an information security risk assessment process.
Namely, the preparation, the performance, and the communica-
tion of the results for an information security risk assessment.

* Information Security Risk Assessment Preparation.
Preparation for an information security risk assessment
helps to ensure that the department derives the most
value from this exercise and establishes the context of
the risk management process. The departments shall
consider the following steps in preparing for an infor-
mation security risk assessment.

a. Identify Purpose. The obvious purpose for an infor-
mation security risk assessment is to provide infor-
mation to the system owners regarding the risk to
sensitive data and critical information systems so that
they may make appropriate decisions regarding how
to address those risks. However, information secu-
rity risk assessments are also required periodically
based on applicable regulations, provide oversight
to the security operations of the system, or could be
the direct (and required) action from a recent audit
or inspection. It is important that the department
clearly understands and identifies the purpose of the
information security risk assessment and conveys
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that to the team performing and overseeing the
assessment in order to ensure project success.

Define Assessment Boundaries. An information secu-
rity risk assessment shall be limited to defined physi-
cal and logical boundaries. A physical boundary
identifies the physical limit of the assessment such
as network components (e.g., workstations, servers,
routers, switches), security components (e.g., IDS,
firewalls), network media (e.g., cabling), peripherals,
buildings, and rooms. A logical boundary identifies
the logical limit of the assessment such as the func-
tions of the system, services provided, applications,
and network segments.

Define Level of Rigor. An information security risk
assessment shall have a defined level of rigor specify-
ing the depth of analysis to be performed. The level
of rigor may be specified by hours (or other resource
metrics) to be expended, or by listing the methods of
data gathering.

Document Scope Limitations and Constraints. An
information security risk assessment is generally
expected to cover all relevant administrative, techni-
cal, and physical controls. When the scope is limited
or constraints are placed on the task of assessing the
risk to the state information system the budget unit
needs to ensure that these constraints are reasonable.
If a budget unit chooses to limit the scope of the risk
assessment (e.g., physical security controls are out of
scope) then there should be some rationale provided
on why such a limitation is reasonable (e.g., physical
security controls are reviewed under another assess-
ment program).

Document Risk Model. There are a variety of reason-
able security risk models that may be used in the
performance of an information security risk assess-

ment (e.g., NIST 800-30). The budget unit (or the

37
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contractor for the budget unit) may use any reason-
able security risk model provided the model accounts
for the following aspects of a baseline information
security risk assessment.

Document Risk Elements. The information security
risk model shall identify and document the elements
to be reviewed, assessed, and analyzed in order to
determine the risk to the state information system.
These elements typically include: threats, assets, vul-
nerabilities, likelihood, and impact.

Document Risk Calculation. The information security
risk model shall identify the process by which risk
is determined. This is typically in the form of a risk
calculation, estimate based on parameters, or a risk
determination table based on the risk elements listed
above.

* Information Security Risk Assessment Performance. The

effective performance of an information security risk

assessment is critical to the accuracy and usefulness of

the assessment. The departments shall consider the fol-

lowing steps in the performance of an information secu-

rity risk assessment.

a.

Objectivity. Consistent with requirement 6.5.1.1 of
P8120 (Information Security Program Policy), an
information security risk assessment shall be per-
formed by impartial assessors or assessment teams.
Impartiality requires that the assessment team have
no conflict of interest between the development,
selection, and/or operation of the security controls
under assessment.

b. Adequate Data Gathering. An information secu-

rity risk assessment shall have adequate data gath-
ered on the controls within the physical and logical
boundaries of the assessment. Adequacy of the data
gathering is largely subjective but the departments
shall be hesitant to rely on information security risk
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assessments that have too few data points to draw an
accurate conclusion or assessments that rely on inter-
views of surveys alone from those in charge of the
assessed controls. To the extent possible the depart-
ment should ensure that effective data-gathering
approaches from reviewing documents, interviewing
personnel, observing behavior, inspecting controls,
and testing controls are utilized.

Defendable Analysis. An information security risk
assessment shall include a documented and defend-
able analysis of the data gathered to support find-
ings. Information security risk assessments typically
provide such analysis in the form of tables or charts.
Each finding/recommendation shall be traceable to
sufficient evidence of the vulnerability that is being

addressed.

* Information Security Risk Assessment Documentation. The

effective and accurate communication of results from

an information security risk assessment is critical to

the usefulness of the assessment. The departments shall

consider the following steps in the documentation of an

information security risk assessment.

a.

Communication with Key Staff. The results of an
information security risk assessment provide perti-
nent information and guidance to system owners,
information security officers, and chief information
officers within the budget unit. The results of the
assessment shall be shared with budget unit director,
CIO, information security officer, and system owners
at a minimum. The state CISO may also be included
in the dissemination of the assessment results.

Communication with Custodians and Others. The
results of the information security risk assessment
include recommendations for improvements (e.g.,
patch information systems, develop procedures,
implement additional controls) that will need to be

39
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In addition to the seven clauses, Annex A contains a set of controls
that provide additional structure for an information security policy

set. The controls (Annex A) of ISO 27001, along with their associ-

INFORMATION SECURITY POLICIES

conveyed to those in charge of implementing these
changes. When relevant, all available evidence of the
associated vulnerabilities and details of the recom-
mended solutions shall be made available to the sys-
tem custodians, staff members, or contractors tasked
with confirming the vulnerability and/or implement-
ing the recommended solution. Keep in mind that
the principle of least privilege shall be applied here
and there and some details may be deemed irrelevant
and sensitive and therefore not conveyed to others.
Clear Recommendations. An information security risk
assessment shall provide a report with clear recom-
mendations that identify the control gap or risk and
the recommended solution or solution set to address
the control gap or risk. The departments may want to
require that the information security risk assessment
recommendations provide information on the cost of
the recommendation as well.

ated ISPF, are listed in Table 3.3.

3.3.2.1 Using the ISO 27001/2 Framework as a Policy Framework Some
of the ISO 27001/2 clauses and controls are high-level requirements
that describe I'T program requirements or processes, whereas others
are lower-level requirements more suited for system control require-
ments or even standards. Using the four levels of security policies
described in Table 3.4, controls can be allocated among 28 policies at

these levels.

" Clause 6.1.3 requires a risk treatment process in which the organization determines
appropriate controls based on a risk treatment process. It is this clause (6.1.3) that
references the 114 controls in Annex A of ISO 27001. For the purpose of defining
an ISO 27001 information security policy framework, both the clauses (4-10) and

the controls (Annex A) will be referenced.
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An example of an ISO 27001/2-based information security pol-
icy set is illustrated in Figure 3.2. 'This is only an example, as ISO
27001/2 does not specity a policy framework.

3.3.2.2 Benefits of the ISO 27001/2 Security Controls Framework The
benefits of using a ISO 27001/2-based security controls framework
for the creation of an ISPF include industry acceptance, use of supple-
mental guidance provided by the ISO, wide availability of crosswalks
and mappings to other associated I'T, and security regulations.

* Industry accepted standard. 'The ISO/IEC 27001 standard is
quite literally an international standard. While not a required
standard for any specific industry—like NIST 800-53 for
US Federal Government or the COBIT standard for pub-
licly traded companies—the ISO/IEC 27001 standard is well
known and used internationally.

s Supplemental guidance. 'The ISO provides some implemen-
tation guidance and a great deal of training, guidance, and
assistance is available from commercial groups.

s Awailability of crosswalks. Many available maps from the ISO/
IEC 27001 framework to other related frameworks and regu-
lations are available from ISO/IEC, NIST, US-CERT, and
other groups. These include mappings from ISO/IEC 27001 to
NIST 800-53, COBIT, HIPAA, PCI DSS, and others.

3.3.3 COBIT Framework

COBIT is an IT management and governance controls framework
created by the Information Systems Audit and Control Association
(ISACA). This framework has been around since 1996 and most
recently updated to COBIT version 5 in 2012. While the COBIT
framework is primarily used to establish and manage an I'T and gov-
ernance controls framework, the basic structure of the framework also
provides the basis of an ISPF.

The IT management and governance controls within the COBIT
tramework are organized into four domains: plan and organize, acquire
and implement, deliver and support, and monitor and evaluate. The
COBIT framework contains 34 processes allocated across the four

domains. The domains and processes of COBIT are listed in Table 3.5.
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Table 3.5 COBIT Domains and Processes

COBIT DOMAIN COBIT PROCESS
Plan and organize e P01 Define a strategic plan
o P02 Define the information architecture
e P03 Determine technological direction
e P04 Define the IT processes, organization, and relationships
e P05 Manage the IT investment
e P06 Communicate management aims and direction
e PO7 Manage IT human resources
e P08 Manage quality
e P09 Assess and manage IT risks
e P010 Manage projects

Acquire and implement o All Identify automated solutions
e Al2 Acquire and maintain application software
e AI3 Acquire and maintain technology infrastructure
o Al4 Enable operation and use
® Al5 Procure IT resources
e Al6 Manage changes
e Al7 Install and accredit solutions and changes

Deliver and support o DS1 Define and manage service levels
e DS2 Manage third-party services
¢ DS3 Manage performance and capacity
e DS4 Ensure continuous service
e DS5 Ensure information systems security
e D36 Identify and allocate costs
e DS7 Educate and train users
e DS8 Manage service desk and incidents
e DS9 Manage the configuration
e DS10 Manage problems
e DS11 Manage data
e DS12 Manage physical environment
e DS13 Manage operations

Monitor and evaluate e ME1 Monitor and evaluate IT performance
e ME2 Monitor and evaluate internal control
e ME3 Ensure compliance with external requirements
e ME4 Provide IT governance

Note: The IT management and governance controls listed in COBIT are organized into four
domains and identified with a domain digraph and process number.
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Within each domain is a set of process requirements designed
to meet the business objectives of the organization. Each process
requirement is sequentially numbered within the domain (e.g., PO1,
PO2). Each of these processes can have one or more control objec-
tives associated with them (e.g., PO1.1, PO1.2). These control objec-
tives are in turn met by a set of controls. For example, the domain
of “Plan and Organize” (PO) has the associated process “PO2:
Define the Information Architecture.” The PO2 process has several
associated control objectives including “PO2.e: Data Classification
Scheme.” The PO2.3 control objective is met through six controls
defining the creation of a data classification scheme, definition of
classification levels, identification of business owners, the classifica-
tion of data within the scheme, responsibility education, and labeling
of data and media.

3.3.3.1 Using the COBIT Framework as a Policy Framework ~Some of the
COBIT requirements are high-level requirements that describe IT
program requirements, whereas others are lower-level requirements
more suited for system control requirements or even standards. Using
the four levels of security policies described in Figure 3.3, COBIT
controls can be allocated among 17 policies at these four policy levels.

An example of a COBI'T-based information security policy set is
illustrated in Figure 3.3. This is only an example as COBIT does not
specify a policy framework. Also, COBIT is more focused on IT con-
trols than information security in general, but this is a COBIT-based
policy framework in that it maps to the COBIT control practices and
objectives to a set of information security requirements.

3.3.3.2 Benefits of the COBIT Security Controls Framework 'The benefits
of using a COBIT-based security controls framework for the creation
of an ISPF include industry acceptance, use of supplemental guidance
provided by the ISACA and the IT Governance Institute, and the
wide availability of crosswalks and mappings to other associated I'T
and security regulations.

s Industry accepted standard. The COBIT framework has a well-
established acceptance within the I'T and audit community.
If ever challenged on your choice of a framework pointing
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Information security program policy (PC6, PO1.1, PO2.1, PO2.4, PO3.1, PO3.3,
Organizational- PO4.8, PO4.9, PO5, PO6, POY, DS5, ME2.5-2.7, ME3-4)

level policies o Data classification and system categorization policies (PO2.3, PO4.9)
System security acquisition policy (PO8.3, AI, DS1-3, AC1-6)

System planning and management policy (DS9, DS11)

Security X R i
program-level ¢ Contingency planning policy (DS4)
policies e Incident response policy (DS8, DS10)
o Personnel security controls policy (PC4.2, PO4.13, PO7)
User-level o Acceptable use policy (PO4.14)
policies o Security awareness and training policy (DS7)
o Media protection policy (DS13.4)
o System and communications protection policy ( PO3.4, PO4.6)
o System security maintenance policy (PO4.6, DS13.1, ME2.1, ME2.3-2.4)
System and o Physical protections policy (PO4.6, DS12)
control-level o Account management (PO4.6)
policies o Access control policy (PO4.6, PO4.11)

System security audit policy (PO4.6, DS13.3, MEl, ME2.1-2.3, ME2.5)
Identification and authentication policy (DS5.3)

Figure 3.3 COBIT-based ISPF—example. COBIT security controls, as documented in COBIT con-
trol practices (v4.0), can be allocated to the four information security policy levels into 17 policies.
The policy titles and associated COBIT control practices, or control objectives, are listed to the right.

to the one preferred by your auditor goes a long way. This is
especially true within public companies required to have their
internal controls for financial information systems reviewed
(e.g., Sarbanes-Oxley [SOX] requirements).

s Supplemental guidance. Both ISACA and the I'T Governance
Institute provide a wide variety of implementation guides
regarding the interpretation and application of the COBIT
control practices and objectives.

s Awailability of crosswalks. Many crosswalks are available that
map the COBIT framework objectives and controls to other
related frameworks. These include mappings from COBIT
to the ISO 27001, The Software Engineering Institute’s
Capability Maturity Model, and the Information Technology
Infrastructure Library (ITIL).
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3.3.4 HMG ISPF Framework

Her Majesty’s Government (HMG) Security Policy Framework (SPF)
was issued April 2014 and set out the expectations of how HMG
organizations and others shall handle sensitive data and apply appro-
priate security controls. These expectations are enumerated in terms
of “security outcomes,” which describe the desired consequences from
the security controls put in place by the organization. The nine secu-
rity outcomes are briefly described in Table 3.6.

The HMG ISPF does not specify processes or controls but instead
the security outcomes above as guidance. Each organization is
expected to consider its own mission and risk environments in select-
ing proper controls.

3.3.4.1 Using the HMG ISPF as a Policy Framework ~ Some of the HMG
ISPF security outcomes are high-level outcomes that describe security
program requirements, whereas others are lower-level requirements
more suited as guidance for system control requirements or even stan-
dards. Using the four levels of security policies described in Table 3.6
can be allocated among eight policies at these four policy levels.

An example of a HMG ISPF-based information security policy
set is illustrated in Figure 3.4. This is only an example as HMG ISPF
lists security outcomes that “do not specify particular processes” or a
specific policy framework.

3.3.4.2 Benefits of the HMG ISPF 'The benefits of using the HMG
ISPF for the creation of an information ISPF include government
acceptance and simplicity of design.

s Government accepted standard. The HMG ISPF is mandatory
tor HMG organizations.

* Simplicity of design. The HMG ISPF results in a recommended
eight policies (in our example). This simplistic design is useful
for those organizations that prefer a more minimal ISPF and
approachable design.

3.4 Tailoring Information SPFs

An information ISPF provides a general structure for organizing
policy statements into a complete and coherent policy structure.
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Table 3.6 HMG ISPF Outcomes

HMG ISPF SECURITY

OUTCOME

Security
organization

Culture and
awareness

Risk management

Information

Technology and
services

Personnel security

Physical security

Security incident
response

Security risk
management
overview

DESCRIPTION

Organizations shall ensure an appropriate security governance structure
including a senior information risk owner, a departmental security officer, an
information asset owner(s), information risk assessment and management
specialists, board-level oversight, and oversight of service providers and
other trusted third parties.

Organizations shall establish a security culture aligned with the
organization’s risk and a security training program backed by processes and
incentives along with continuous improvement to ensure best practices.

Organizations shall assess security risk to enable informed business
decisions. This includes a set of security policies and procedures that
support risk management; an understanding of organizational security
risks; methods and trained personnel to assess threats, vulnerabilities and
impacts; the implementation of controls to mitigate risk; and an assurance
process to monitor and manage risk.

Organizations shall ensure staff are well trained to handle sensitive
information appropriately, establish mechanisms to classify and protect
information, and ensure adequate controls are in place to protect sensitive
information.

Organizations shall identify any technology or services that are part of the
critical infrastructure and appropriately manage risk. Security controls shall
be selected and implemented based on a risk-based process. The controls
shall be kept current, managed, protect against malicious behavior, and
ensure the technology is resistant to disruption.

Organizations shall implement security policies and processes that include
background checks, an insider threat program, and a program to drive the
security culture.

Organizations shall implement appropriate physical security measures that
protect the working environment. These measures shall include building
design process and plans, the implementation of defense in-depth design to
protect against unauthorized access, and substantial controls for physical
sites housing critical infrastructure.

Organizations shall implement policies and procedures to appropriately
handle security incidents and reduce damage to sensitive assets and
critical information systems. These policies and procedures shall cover
business arrangements to maintain key business services, the method for
risk and vulnerability assessments, plans to be followed in the event of
specific threats, management structures enacted during incidents and
disasters, and reporting mechanisms to appropriate parties.

Organizations shall meet the security outcomes described above and annually
report their compliance.

Note:  The outcomes listed in HMG ISPF are organized into nine areas.
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Organizational-

. o Information security risk management (SO: risk management)
level policies

Security o Incident management plan (SO: security incidents)
program-level e Information security roles and responsibilities (SO: governance)
policies » Personnel security plan (SO: personnel security)
User.—l.evel e Security awareness program (SO: culture and awareness)
policies

System and e Information security controls (SO: information)
control-level e Technology and service security controls (SO: technology and services)
policies Physical security plan (SO: physical security)

Figure 3.4 HMG ISPF—example. The HMG ISPF can be allocated to the four information security
policy levels into eight policies. The policy titles and associated security outcomes are listed to the right.

However, just as information security policies themselves are not a
one-size-fits-all document, neither is the information ISPF. In an
effort to address all business needs, information SPFs will often be
tailored for the specific organization it serves.

3.4.1 Customer and Business Requirements

'The organization may have several unique business requirements that
drive the development of additional information security controls or
even additional information security policies thus affecting the base
framework. It is important to start with the framework but to be flex-
ible enough to accommodate business needs when developing a plat-
form upon which to build policies for an organization. For example,
a pharmaceutical company may recognize extreme asset values in a
building within which it works on new products. With these extreme
asset values come additional risks such as industrial espionage and a
need for the implementation of additional physical security controls
not present in other organizations. In the case that these controls are
unique to some environments (e.g., data centers, research, and devel-
opment facilities), there may be a need to have an additional physical
security controls policy for very sensitive areas.



INFORMATION SECURITY POLICY FRAMEWORK 53
3.4.2 Importance of Completeness

Even the most frequently cited or used information security frame-
works have notable gaps in terms of information security controls. For
example, the FISMA framework (based on NIST SP 800-53 con-
trols) is not very specific when it comes to measurable elements of a
security program (e.g., testing, validation, and assessment specifics).
On the other hand, the ISO 27001 framework does not provide many
specific requirements in the area of network security (e.g., firewall
architecture and settings, wireless access point isolation, and secure
domain name system [DNS]). In both cases, the standard is used
as a general framework and the organization should review its own
security needs and tailor the framework as needed to suit its business
needs (e.g., expand the framework to include additional policies, top-
ics, requirements, or specific values).

3.4.3 Adding and Mapping Regulations

Organizations will also need to tailor the information ISPF for their
own use according to the need to accommodate and map information
security regulations, standards, and requirements. These policy addi-
tions stem from customer requests, industry regulations, and other
business-driven requirements. For each of the required information
security requirement documents (e.g., HIPAA, PCI DSS, and North
American Electric Reliability Corporation Critical Infrastructure
Protection Standards), the organization should (a) ensure all require-
ments are documented in the standard policy set and (b) create a
crosswalk that supports compliance reviews.

* Ensure all requirements are documented. There must be an
accounting for each and every requirement in an informa-
tion security regulation or standard that the organization
seeks to implement. In many cases, the information security
framework will already have a populated information security
control that meets the document requirement. For example,
PCI DSS requires basic security awareness training and this
requirement is already accounted for in the FISMA frame-
work. In other cases, an information security control required
in a regulation or standard may not be currently populated
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in the framework. For example, PCI DSS requires that vul-
nerability scans be performed by a qualified vulnerability
scanning vendor who is free from conflict of interest. Such a
requirement does not exist in the FISMA framework but it
can be easily added under the vulnerability scanning section
of the FISMA framework.

Compliance crosswalk. While developing and revising the
information ISPF, it may help to track the regulation or
standard requirements and where they are addressed in the
tailored framework and resulting set of policies. There are
several approaches to tracking this mapping such as adding
references to the original standards at the end of each policy
statement or creating a crosswalk matrix based on the regula-
tion that maps each regulation statement to a specific pol-
icy statement. The creation of a compliance crosswalk may
be tedious work but in order to ensure the completeness of
the policy set it must be performed. As a side benefit, once
completed, the compliance crosswalks support compliance
reviews of the specific standard or regulation.

3.5 Deriving a Policy Set from a Framework

An information security policy set is the determination of the number

of policies, topics, titles, and audiences for your organization’s policies

that map to the information ISPF. Figure 3.4 provides good exam-

ples of how to derive the information security policy set from a given

information ISPF. Prior to beginning the process of writing individual

information security policy statements, it is important to lock down

the definition of the information security policy set. Specifically, the

following elements should be considered:

Number of policies. 'There is no set rule here. Some organiza-
tions tend to modify policies often and end up with many
(e.g., dozens or even hundreds of policies). Organizations
with many policies typically have a very good support and
search structure of online policies so that stakeholders have
ready access and are able to find what they need quickly when
attempting to comply with organizational policies. Other
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organizations opt for fewer policies. Typically, these organi-
zations group their policies according to the audience (e.g.,
one policy for all users and one policy for all administrators)
or by audience and topic (Figure 3.4 supports this number
of policies). It is important to understand the organizational
preference for the number of policies while the policy set is
being derived from the framework.

* Audience. Regardless of the number of policies created, it is
highly advised that each policy be limited to a specific audi-
ence (e.g., all users). Many policies may contain sensitive
information (e.g., patch system vulnerabilities within 7 days)
that should be limited on a need-to-know basis. In addi-
tion, policies with a defined audience can be written to the
intended audience with an understanding of familiar terms
and knowledge of the audience.

* Topics. When outlining the information security policy set
from the information ISPF, it is important to create a list
of topics to be covered. For example, if you have identified
an information security program policy, then you can start
identifying requirement areas that would be covered in an
information security management program such as System
Security Planning, System Security Policies, Security Risk
Management, Information Security Program Management,
and Security Assessments and Authorizations.

* Titles. 'The title of each information security policy should
reflect the topics covered within. You may start with working
titles to assist in determining the general nature of the policy
(e.g., secure hiring practices) and then revise the title when
the allocation of requirements to policies is complete. In many
cases, the working title may need to be expanded to cover
additional requirements allocated to the policy (e.g., person-
nel security protections).
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EXERCISES

What are the major benefits of using an information ISPF to guide
the development of information security policies?

1. If your organization utilizes ITIL, would you consider
the ITIL framework as a reasonable framework for the
development of information security policies> Why or why
not?

2. Using your own organizational set of security policies (or a set
your instructor provides) identify the ISPF used.

a. Is the framework easily identifiable and consistently used
in the creation of policies and procedures?

b. Is the policy set complete? If not what major policy ele-
ments, topics, or controls are missing?

c. Ifyou were to add a policy statement regarding the use of
intrusion detections information systems and the place-
ment of sensors, what policy would you modify? Or would
you create a new one?

d. Write one or more policy statements covering the use of
intrusion detection information systems, the placement of
their sensors, and the review of their logs or alerts.

3. Using the same organizational policy set used in question 1,
a. Provide an estimate of how many hours it would take to

update the policy set to meet a revised standard such as
PCI DSS.

b. Provide an estimate on how many hours it would take to

review the policy for compliance with a standard such as

PCI DSS.
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Once an information security policy framework has been established
and the decision to develop a new policy (or revise an existing one)
is complete, the details of policy development can be addressed. For
the purposes of a more complete and clear explanation, it is assumed
that new policies will be developed rather than revising existing
policies. For policy projects involving the revision of existing poli-
cies, the instructions and guidance presented here should be easily
transferable to a policy revision project.

Information security policies represent the expectations of senior
management as to how the overall security program, system con-
trols, and user behavior should be implemented. These policies are
of the highest level of the information security policy framework.
Information security policies are typically strictly formatted and well
structured to accommodate the required document elements (e.g.,
authority, scope, and references) and to accommodate senior manage-
ment review. There is no room for fluff (e.g., long explanations or rea-
sons for policy requirements)—just stick to the requirements in these
documents. Long discussions or explanations of why certain require-
ments are being enacted detract from directness of senior manage-
ment requirements and reduce the clarity of what is required versus
what is a good idea.

There is a lot of variation from organization to organization in terms
of the format of an information security policy. How the information
is organized, ordered, or formatted should follow any existing orga-
nizational templates for documents that must be approved by senior
management. For the sake of illustration and example, the follow-
ing format is suggested. Again, it is not required that an information

57
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security policy be organized precisely like this example, but most of
these sections should be covered in your own organization’s template.

4.1 Front Matter

Like many organizational documents that must be approved by senior
management, the information security policy should conform to orga-
nizational standards. Most organizations have a standard template for
policies (Table 4.1). Information security policies should follow the orga-
nizational template. These templates will include the standard header
and footer, document-style elements (e.g., font, text size, and indents),
and most likely the following sections for policies and procedures.

Table 4.1  Security Policy Template Front Matter

POLICY TEMPLATE

SECTION DESCRIPTION

Authority This section specifies the laws, regulations, and/or executive management
with the authority to require policy statements in the policy topic area.

Purpose This section describes the purpose of the policy. This is also referred to as the
“topic sentence” in general writing but for policy documents, it is easier to
just call it the purpose. Typically, the purpose is to establish a set of
minimum security controls for information systems within the organization.

Scope This section describes reach of the policy in terms of who and what
information systems are affected by it. Scope statements typically cover
application to departments, personnel, information systems, data, and
devices.

Roles and This section lists the various roles involved with the policy and policy

responsibilities enforcement and each of their responsibilities for implementing, adhering

to, or enforcing the policy statements. Within the information security policy
set, the same titles and roles should be used throughout eliminating
confusion. Standard roles include information security officer, information
security manager, system owner, data owner, system custodian, and user.

Definitions This section provides a set of terms that may require definitions to ensure there

is no confusion or ambiguity in the policies. Organizations should take care to
ensure a consistent set of standard definitions throughout all policies.

Revision history This section keeps track of revisions to the document. Revision history should
include a date, revision number, and a brief description of the changes.

Note:  Most organizations have standard templates for the development of policies and procedures.
These templates typically address standard document elements in the front part of the docu-
ment (e.g., “front matter”). The organization’s standard template should be used in the
creation of information security policy and procedures.
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An example of a policy and procedure template is provided below:

POLICY 8##: [POLICY NAME]

DOCUMENT NUMBER P8
Effective date Draft
Revision 1.0

AUTHORITY

To effectuate the mission and purposes of the ACME organi-
zation, the department shall establish a coordinated plan and
program for information technology (IT) implemented and
maintained through policies, standards, and procedures (PSPs)
as authorized by the Information Security Department Charter
(P8000, September 1, 2015).

PURPOSE

The purpose of this policy is to establish the baseline controls
for the protection of ACME information systems and their
communications.

SCOPE

Application to departments. 'This policy shall apply to all
departments of the ACME organization.

Application to information systems. This policy shall apply to
all ACME information systems:

(P)—Policy statements preceded by “(P)” are required
for organization information systems categorized as
protected.

(P-PCI)—Policy statements preceded by “(P-PCI)” are
required for organization information systems with
payment card industry data (e.g., cardholder data).

(P-PHI)—Policy statements preceded by “(P-PHI)” are
required for organization information systems with
protected health-care information.



60 INFORMATION SECURITY POLICIES

(P-FTI)—Policy statements preceded by “(P-FTI)” are
required for organization information systems with
tederal taxpayer information.

Information owned or under the control of the U.S. Government
shall comply with the federal classification authority and federal
protection requirements.

EXCEPTIONS

PSPs may be expanded or exceptions may be taken by following
the ACME policy exception procedure.

Existing IT products and services. Department subject mat-
ter experts (SMEs) should enquire with the vendor and
the procurement office to ascertain whether the contract
provides for additional products or services to attain com-
pliance with PSPs prior to submitting a request for an
exception in accordance with the ACME policy exception
procedure.

IT products and services procurement. Prior to selecting and pro-
curing IT products and services, department SMEs shall
consider I'T PSPs when specifying, scoping, and evaluat-

ing solutions to meet current and planned requirements.

[Department Name] has taken the following exceptions to the
ACME policy framework:

SECTION NUMBER EXCEPTION EXPLANATION/BASIS

ROLES AND RESPONSIBILITIES
ACME chief information officer (CIO) shall

* Be ultimately responsible for the correct and thorough com-

pletion of I'T PSPs throughout all ACME departments.
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Chief information security officer (CISO) shall

Advise the CIO on the completeness and adequacy of
the department activities and documentation provided to
ensure compliance with ACME IT PSPs throughout all
departments.

Review and approve department security and privacy
PSPs and requested exceptions from the ACME security
and privacy PSPs.

Identify and convey to the CIO the risk to ACME informa-
tion systems and data based on the current implementation of
security controls and mitigation options to improve security.

Department head shall

Be responsible for the correct and thorough completion of
department I'T PSPs within his or her department.
Ensure department compliance with system and commu-
nication protections policy.

Promote efforts within the department to establish and
maintain the effective use of ACME information systems
and assets.

Department IT lead shall

Work with the department head to ensure the correct and
thorough completion of department I'T PSPs within the
department.

Ensure this policy is periodically reviewed and updated to
reflect changes in requirements.

Department information security lead shall

Advise the department IT lead on the completeness and
adequacy of the department activities and documentation
provided to ensure compliance with department I'T PSPs.
Ensure the development and implementation of adequate
controls enforcing this policy for the department.

Ensure that all personnel understand their responsibili-
ties with respect to the protection of ACME information
systems and their communications.

61
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Supervisors of ACME employees and contractors shall

* Ensure users are appropriately trained and educated on
this policy.
* Monitor employee activities to ensure compliance.

System users of ACME information systems shall

* Become familiar with this policy and related PSPs.
* Adhere to PSPs regarding the scope of this policy.

4.2 Policy Statements

The policy statement is the core of the policy document. It is the pol-
icy statement that provides the direction, requirement, or order for
the minimal security controls of information systems of behaviors of
people. Therefore, it is important to state the policy statement in clear
and concise language. In the examples below, the policy statements
use straightforward language—do not use ambiguous or technical
terms to describe what is required.

POLICY STATEMENT EXAMPLE:
ACCEPTABLE USE STATEMENT

Computer tampering: Unauthorized access, interception, modi-
fication, or destruction of any computer, computer system,
ACME information system, computer programs, or data shall

be prohibited.

POLICY STATEMENT EXAMPLE:
ACCOUNT MANAGEMENT STATEMENT

Account approval: 'The department shall require documented
approvals by authorized staft for requests to create, modify, and
enable ACME information system accounts.

To create policy statements that are clear and concise, consider the
following elements of the policy statement:



INFORMATION SECURITY POLICY DETAILS 63

s Subject. This is the “who” of the policy statement and directs
the behavior of a person or role. In general, it is better to
identify the role instead of the person (by name) in a pol-
icy statement as people move in and out of roles and would
therefore require more frequent policy updates. In cases in
which the subject is a system, system component, or tech-
nology, it directs the technical or physical requirements of
the device.

s Terms: Shall, should, and will. Information security policies are
a collection of requirements for the organization, organiza-
tional roles, and information systems. Policy statements, as
the embodiment of these requirements, need to use manda-
tory terms. Although many terms have been used through-
out information security policies in the industry, it is strongly
recommended that the use of terms be limited to a defined
and clear set used consistently throughout the document. The
following terms are recommended:

s Shall: This term is used to indicate a requirement, mean-
ing that it must be implemented. Statements that use the
term “shall” are mandatory requirements, and verifiable in
a contractual relationship. In many circles (including the
ISO community), statements without the word “shall” are
not requirements.

* Will- 'This term is used to indicate a statement of fact or
that will be true in the future. Statements that use the
term “will” are not verifiable in a contract as they are
simply a statement of fact (i.e., it is already happening).
Limit the use of this term to conditions that are already
in place. For example, if a background check is currently
run for all employees, it is acceptable to use the statement:
“Background checks will be performed on all employees
as part of the screening process.” Be aware that the use
of the term “will” does not indicate a requirement and is
therefore not verifiable in a contractual relationship.

*  Should: This term is used to indicate a nonmandatory goal
that is to be addressed but not formally verified. In general,
policy statements would not contain the term “should”
because it is not a requirement. However, sometimes, there
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are important issues that are not verifiable that you still
want to convey to the audience. For example, requiring
the application of system-engineering principles through-
out the life cycle of an information system is a difficult
statement to verify, yet it is still an important issue that
needs to be communicated. Therefore, it would be appro-
priate to use the “should” term in the policy statement.
For example, “The organization should apply information
system engineering principles in the specification, design,
development, implementation, and modification of the
information system.”

s Awoid the term “must.” The term “must” is generally intended to

have the same definition as “shall” but contractually the term
“shall” is generally accepted. In fact, the term “shall” has been
held up in court, whereas the term “must” has not. One of
the meanings of the term “must” is synonymous with “ought”
and “should.” Yes, the term “must” sounds stronger and more
natural than the term “shall” but when writing policy state-
ments, use the terms “shall,” “will,” and “should.”

Policy statement references. Many individual information secu-
rity policy statements derive from standards, regulations, and
other reference documents. It may be useful to provide a spe-
cific reference in each policy statement indicating the source
of the policy statement or the intent to address a specific
standard, regulation, or other source documents. It is also
possible that a single policy statement may address multiple
standards, regulations, or other source documents, in which
case multiple references could be provided at the end of an
information security policy statement. For example, the pol-
icy statement below indicates the source documents:

Disable Inactive Accounts. The department shall ensure the infor-

mation system automatically disables inactive accounts after

90 days. For information systems containing cardholder data
(CHD) the time period must be no more than 90 days. [NIST
800-53 AC-2(3)] [IRS Pub 1075] [PCI DSS 8.5.5].
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4.2.1 Back Matter

Since many of the information security policy statements are derived
from reference standards, regulations, and other source documents, a
reference section should be added to the end of the policy document.
'The reference section allows those attempting to implement the policy
statements to look up the source documents for clarity or supplemen-
tal guidance. The reference section also is a good record of the version
and date of the source documents necessary to determine when the
policy documents will need to be updated.

4.2.2 Policy Requirement Exceptions

There are times in which an organization (or a department within an
organization) may realize that an information security policy require-
ment may not be reasonable or even possible to implement. In these
cases, an information security policy requirement exception should be
developed. The benefit of creating a policy exception is that the informa-
tion security requirement is directly addressed and a documented ratio-
nale is provided explaining why the exception is requested or taken.

An information security policy exception is a gap between the infor-
mation security requirements and the adopted information security
policy. In most cases, information security policy will reflect informa-
tion security requirements, but occasionally an organization may find
it appropriate to document an exception to a requirement. Exceptions
are generally noted with a modification to the requirement, with com-
pensating controls, or with a risk-based rationale. Each of these infor-
mation security policy exception types are explained below:

s Exception with requirement modification. This type of policy
exception acknowledges the security requirement but pro-
vides a modification to the strength, frequency, or application
of the requirement. For example, the policy statement below
is modified to perform a review of selected audit events every
6 months instead of every year.

Audit reviews and updates. The department shall review and
update the selected audited events annually, every 6 months, or
as required.
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s Exception with compensating controls. This type of policy excep-

tion acknowledges the security requirement, states that the
requirement cannot (or will not) be met by the system, system
component, or the department, and provides compensating
controls to address residual risks of not implementing this
control. For example, the policy statement below states that
the identification and authentication requirement cannot be
met by a system component and offers a list of compensating
controls to offset the residual risk.

Ldentification and authentication of organizational users. The

department shall ensure that the organization’s information sys-

tem uniquely identifies and authenticates organizational users

(or processes acting on behalf of organizational users).

Exception: Thin-client workstations require a logon to provide

access to applications. Group identifiers are used for thin clients.

Compensating controls

* 'Thin-client desktop has no access to sensitive data.

* Data may not be stored on thin-client desktops.

* Each application requires a unique user identifier and
authentication credential to login.

Exception with risk-based rationale. This type of policy excep-
tion acknowledges the security requirement, states that the
requirement cannot (or will not) be met by the system, sys-
tem component, or the department, and provides a risk-based
rationale to address residual risks of not implementing this
control. For example, the policy statement below states that
the authentication feedback requirement cannot be met by a
web-based application in the system and offers a rationale of
why the risk is considered low for this component.

Authenticator feedback. The department shall ensure the state
information system obscures feedback of authentication informa-

tion during the authentication process to protect the information

from possible exploitation/use by unauthorized individuals.
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Exception: Web-based application has an option to “show pass-
word” while providing authentication information. Users are
instructed to guard their screen and to only use this option when
providing authentication information after a failed attempt. The
risk of exposure is considered low based on limited use of the
web application to a protected environment and user training
provided for protection from shoulder surfing.

SIDEBAR: SELECTING COMPENSATING
CONTROLS USING THE “9-CELL”

The selection of compensating controls can seem somewhat arbitrary
or more of an art than science in that there are no set rules for the
selection of these controls. In an effort to assist information security
professionals with selecting these controls, the “9-Cell” approach is
introduced here.

Step 1: Creating the “9-Cell”

A common approach to categorizing information security controls is

to group them according to function. These functions are prevention,
detection, and correction. The prevention grouping is for those controls
that are designed to prevent an adverse security incident. The detec-
tion grouping is for those controls that are designed to detect when

an adverse event has taken place. The correction grouping is for those
controls that are designed to correct an adverse condition once it has
taken place.

Another common approach to categorizing information security con-
trols is to group them according to their type. These types are administra-
tive, technical, and physical. Administrative controls are those controls
that are policies, procedures, or activities. (Activities include controls
such as penetration testing or security risk assessments.) Technical con-
trols are controls based within the system such as passwords, encryption,
and access controls. Physical controls are controls based on a physical
device or personnel such as a fence or security guard.

To create a “9-Cell,” simply create a 3-by-3 table with the columns
labeled by the security control functions (preventative, detective, and
corrective) and the rows labeled by the security control type (administra-
tive, technical, and physical).
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Step 2: Fill Out the “9-Cell”

To fill out the “9-Cell,” consider each cell and the intersection of the
security control function and grouping (e.g., preventative—administrative)
and then consider any current or future controls that may compensate
for the lack of the target control. For example, a requirement for the
preventative—administrative cell would be a security control that is a
policy, procedure, or activity that is designed to prevent an adverse event
(e.g., acceptable use policy [AUP] and employee screening).

Step 3: Use the Completed 9-Cell to Brainstorm Compensating Controls

A completed 9-Cell contains multiple security controls that should be
considered when building a set of compensating controls for a security
requirement that cannot be met. As mentioned above, there is no exact
science to select compensating controls but people tend to get stuck
trying to replace a required control with a like control (e.g., replace a
preventative-physical control such as a lock with another preventative-
physical control such as solid-core door). As an example, consider a
requirement for the encryption of sensitive data at reset for any device
that leaves a protected area (e.g., a tablet with client files that goes
home with a worker). As part of this example, assume that there is no
built-in or available software to perform this encryption. If there is an
overwhelming business need to accommodate the business practice of
taking home such a device, then a set of compensating controls should
be developed and deployed to reduce the risk. The original require-
ment of encryption for data at rest is a “technical—preventative” control
in the 9-Cell. The first impression is to select a compensating control
from the same cell (e.g., custom software solution to encrypt the data
at rest) but in reviewing the completed 9-Cell below, we see that a
variety of solution sets of compensating controls could come out of
this brainstorming exercise. The general rule of brainstorming is not to
consider the feasibility of the solutions as you are generating ideas (e.g.,
self-destruct solution) but to continue to generate ideas to increase your
ability to generate new ideas and create a larger-potential solution set
(Table 4.2).

4.3 Specific Information Security Policies

Each organization has a unique culture, mission, threat environment,
and a set of customer and industry regulations. Each organization has
unique needs for information security policies. Therefore, informa-
tion security policy development is not a one-size-fits-all approach
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Table 4.2 9-Cell Example
9-CELL (TABLET

DATA AT REST) PREVENTATIVE DETECTIVE CORRECTIVE
Administrative o Tablet acceptable use e Report lost/stolen o |ost/stolen tablet
agreement tablet procedure recovery procedure
Technical e Custom encryption e Tablet logon and * Remote wipe
software access audit logs ® Remote locator
e Tablet authentication
Physical o Tablet lock e Tablet alarm on failed e Self-destruct on
authentication 24 h of no login

Note: A brainstorming exercise called “the 9-Cell” is implemented by creating a 3 x 3 table of
security control functions and types and filling in each cell with a security control that meets
the “type” and “function” pair. This exercise is useful in generating ideas for compensating
security controls.

(or at least should not be). A complete set of example information
security policies is described in Section 4.4. Example policies are con-
tained in Appendix A. However, the reader is encouraged to create
a unique set of information security policies that meets the specific
needs of the target organization. This section provides some additional
guidance on how these information policies are generally constructed.

4.3.1 Organizational-Level Policies

The foundational information security policies are referred to as
organizational security policies. These policies establish the basic
definition of sensitive information and how to handle it (e.g., data
classification policy) and the roles and responsibilities of the infor-
mation security function. Each of these policies are briefly outlined
below:

* Data classification and handling policy. The data classifica-
tion policy is a foundational policy because it defines what is
meant by sensitive data and the associated responsibilities and
minimum security controls for each classification category.
The data classification policy can take on many forms but the
basic structure should address the following topics:

* Data classification levels: Define each data classification
level (e.g., internal use only, proprietary, confidential, and
restricted confidential) and include examples of data that
would be included in the classification level.
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*  Roles and responsibilities: List the roles and responsibili-

ties in the area of data classification. Roles may include
the information security officer (responsible for develop-
ing policies and procedures for the security of classified
data), the data owner (responsible for properly classifying
data), and data custodian (responsible for implementing
appropriate controls).

Data rules: Data classifications must also have an accom-

panying set of rules that govern how they are treated.

A data classification policy has an effect on the security

and control of sensitive information only when it associ-

ates rules with each of the data classifications. Below is a

list of data rules that may be applied to various data clas-

sification levels:

— Marking: Sensitive data shall be labeled with the
appropriate sensitivity level and any handling instruc-
tions necessary.

— Handling: 'The data classification policy should
dictate any limitations or requirements on hand
carrying, receipt of delivery, data guardianship, out-
of-sight procedures, and restricted conversations and
movements.

— Transmission: 'The data classification policy should dic-
tate any limitations or requirements on transmission-
encrypted transmissions and encryption algorithms
and strength.

— Processing: 'The data classification policy should dictate
any limitations or requirements on approved process-
ing devices.

— Storage: 'The data classification policy should dictate
any limitations or requirements on physical and logical
requirements for storage.

— Disposition: The data classification policy should dic-
tate any limitations or requirements on information
preservation, sanitization, disposal, and destruction.

* Information security program policy. The information security

program policy is a foundational policy because it defines the
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roles and responsibilities of the information security staff and
the controls in place to establish, manage, and maintain an
information security program. The information security pro-
gram policy can take on many forms but the basic structure
should address the following topics:

— Roles and responsibilities: 'The information security
program policy should define the major roles and
responsibilities for establishing, monitoring, and
managing the information security program. This
should include the CISO (if applicable), the infor-
mation security manager (for each division), the
incident response team, and other key roles in the
security team.

— Information security policies: 'The information security
program policy should identify the information secu-
rity PSPs that are to be established and maintained.

— Information system security plan: The information secu-
rity program policy should identify the organization’s
plan to define minimum controls for each informa-
tion system, document compliance with minimum
controls, and authorize changes and operation of the
system.

— Information security risk management: The information
security program policy should define controls to con-
duct, document, and review information security risk
assessments for organizational information systems.

— Security testing and monitoring: The information secu-
rity program policy should define controls for con-
ducting, documenting, and reviewing security testing
and monitoring activities.

4.3.2 Security Program-Level Policies

Once the basic information security program is established, a more
detailed set of information security policies is required to detail
the minimum controls in the information security program activi-
ties. These policies generally cover program topics such as incident
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response, security monitoring, contingency planning, and personnel
security controls. Each of these policies are briefly outlined below:

* Incident response. The incident response policy can take on
many forms but the basic structure should address the fol-
lowing topics:

s Incident response training: ‘The incident response policy
should define the required training in terms of roles, top-
ics, and frequency.

* Incident response festing: 'The incident response policy
should define the required testing of the incident response
plan and capability in terms of testing types, involvement,
and frequency.

* Incident handling: The incident response policy should
define the incident-handling capability required of the
incident response team in terms of process, availability,
roles, and activities.

* Incident monitoring: The incident response policy should
define the required monitoring in terms of roles, capabil-
ity, and automation.

* Incident response plan: The incident response policy should
define the required documentation of the incident response
roles, processes, metrics, reportable incidents, and team
structure.

* Contingency planning. 'The contingency-planning policy can
take on many forms but the basic structure should address the
tollowing topics:

*  Contingency plan: The contingency-planning policy should
define the required elements of the contingency plan (e.g.,
recovery objectives, contact information, and critical assets).

* Training: 'The contingency-planning policy should define
the required training in terms of roles, topics, and frequency.

* Testing: 'The contingency-planning policy should define the
required testing of the incident response plan and capabil-
ity in terms of testing types, involvement, and frequency.

*  Alternative storage, processing, and telecommunications: The
contingency-planning policy should define the require-
ments for storage, processing, and telecommunications
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to be used in the event of a disaster. These requirements
should address contracts and agreements, environmental
controls, access controls, and audit controls.

* Backup: 'The contingency-planning policy should define
backup requirements for critical information systems.

*  Recovery and reconstitution: The contingency-planning pol-
icy should define the requirements for recovery and recon-
stitution in terms of types of service and recovery objectives.

* Personnel security controls. 'The personnel security controls pol-
icy can take on many forms but the basic structure should
address the following topics:

*  Sensitive positions: 'The personnel security controls policy
should define sensitive positions within the organization
and any additional personnel controls required for these
positions.

s Employee screening: 'The personnel security controls policy
should define requirements for preemployment screen-
ing (e.g., background check, reference check, and credit
check), frequency of rescreening, and actions to be taken
based on the results of screening.

* Termination procedures: The personnel security controls
policy should define the process for ensuring that an
employee departure maintains the security and privacy
of organizational information systems and sensitive data
(e.g., escort, account termination, service termination, and
exit interviews).

* Sanctions: The personnel security controls policy should
define sanctions policy and process in place to ensure
compliance with security and privacy policies.

4.3.3 User Security Policies

'The basic information security policy directed at the user is the AUP.
This policy dictates to the user the expectations and limits of using
organizational computing resources. When composing an AUP, there
are two important elements: the content and the organization of the
content.
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* AUP content. When creating a policy, it is best to ensure that

the policy statements address all the associated requirements
from the source documents (e.g., state and federal laws, indus-
try standards, customer requirements, and business require-
ments). In the case of the AUP, there are relatively few source
documents that address the contents. Many regulations merely
state that you should have one and that it should inform the
user of an acceptable use of technology. Regulations that do
dictate AUP content are generally limited to the following:

* NIST 800-53: Contains requirements for ensuring access
agreements are created and signed, the use of unauthor-
ized software, and unauthorized use of software

*  Payment Card Industry’s Data Security Standard (PCI DSS):
Contains requirements for ensuring access agreements are
created and signed

*  Health Insurance Portability and Accountability Act (HIPAA)
security rule: Contains requirements for sanctions levied on
noncompliant users

* State laws: May contain requirements that prohibit tam-
pering with computers, introducing malware, disrupting
information systems, circumventing security controls,
unauthorized access to or release of sensitive information,
and unauthorized use of inappropriate material

'This leaves a lot of room for creating the needed content on
advising the users on the acceptable use of technology. The
balance of the AUP policy statements should provide the user
with enough detail and direction that their responsibilities
and limitations are well understood. The contents of the bal-
ance of the policy statements may be highly dependent on the
target organization and the technology utilized. The AUP is
typically one of the most highly customized documents for an
organization in order to fit the corporate environment, mis-
sion, and culture.

* AUP content organization. It is important that the AUP be

well organized to aid users in understanding the controls
and expectations. Although there are many ways to organize
the AUP, the following organization works very well and is
recommended:
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s Expected behaviors: This section covers behaviors that are
expected of the user. For example, practicing safe comput-
ing, protecting sensitive information, and reporting suspi-
cious behavior.

*  Prohibited behaviors: This section covers behaviors that the
user is prohibited from performing. For example, unau-
thorized and inappropriate use, tampering or circumven-
tion of controls or information systems, and unauthorized
messaging or use of sensitive information.

* Notifications and acknowledgments: 'This section notifies
the user of the organization’s ownership of system compo-
nents and data, system monitoring, no expectations of pri-
vacy, and requires user acknowledgment of the agreement.

* Riders (if necessary): Additional sections can be added
for unique environments or user situations that require
additional controls. For example, a home office agree-
ment (additional physical and system controls expected at
home).

4.3.4 System and Control Policies

'The most detailed policies of the information security policy set are the
system and control-level policies. These policies are also typically the
most frequently updated policies because they are most closely related
to changing technology. System and control-level policies are typi-
cally divided into topics such as network security, identification and
authentication, access control, and system security audit. Some of the
more common of these policies are briefly outlined below:

* Network security. The network security policy can take on
many forms but the basic structure should address the fol-
lowing topics:

*  Architectural controls: The network security policy should
define secure architectural controls such as boundary pro-
tection, implementation of a demilitarized zone (DMZ),
and firewall configurations.

s Server controls: 'The network security policy should define
secure architectural controls such as minimum secure
functions and secure configuration.
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*  Service controls: The network security policy should define
secure architectural controls such as denial-of-service pro-
tection, cryptographic services, secure transmission, and
protection of information at rest.

* Identification and authentication. 'The identification and
authentication policy can take on many forms but the basic
structure should address the topics of unique identification,
authentication types and multifactor authentication, device
identification, identifier management, and authenticator
management.

* Access control. The access control policy can take on many
forms but the basic structure should address the topics of
access enforcement, access control operational procedures,
least privilege, system use notification, session lock, and
access restrictions (e.g., remote access, wireless access, and
mobile device access).

* System security audit. 'The system security audit policy can take
on many forms but the basic structure should address the top-
ics of required audit events, audit event contents, audit record
storage, audit record review, audit report generation, time
stamp granularity, and protection of audit records.

4.4 Policy Document Examples

In general, information security policies should be developed for a
specific organization based on its own mission, set of environmental
threats, regulation environment, and company culture. Much of the
text in this book discusses how to incorporate these aspects into the
development or revision of a custom or tailored set of information
security policies for a given organization. However, in an effort to
provide a concrete example and demonstrate many of the elements
discussed in this book, a set of example policies are provided in
Appendix A.

It may be useful to the reader to understand the background of these
example policies. These example policies are based on the policies cre-
ated for the State of Arizona Department of Administration. The
Arizona Department of Administration is responsible for providing
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information security policies for all the departments within the state.’
'The set of security policies provided here are the result of the security
and privacy project for the Arizona Department of Administration.
The framework chosen for the project was the National Institute of
Standards and Technology’s Special Publication 800-53 (Security and
Privacy Controls for Federal Information Systems and Organizations).!
Using the Federal Information Security Management Act (FISMA)
(e.g., NIST 800-53 controls) as the framework for the policy set, sev-
eral information security regulations and standards were also selected
for inclusion in the initial policy set. These regulations and stan-
dards included the PCI DSS, the Security Rule of the HIPAA, and
Tax Information Security Guidelines for Federal, State, and Local
Agencies (Publication 1075).

Within each of these policies are several references or indicators
that make the policy statements more useful and easy to apply.

Protected system requirement indicator (P). Each system in the state
is determined to be a “standard” system or a “protected” system.
Simply put, if the system stores, processes, or transmits sensitive
information, then it is a protected system. All other information
systems are standard. Requirements within the policy set that apply
only to protected information systems are indicated with a “(P)” at
the beginning of the requirement.

Source reference. Each of the policy requirements contains a source
reference at the end of the requirement to indicate the source of the
requirement. Many requirements have multiple sources as the security
requirement is contained in multiple regulations and standards.

The example policy set contains 17 policies based on the FISMA
framework. The policies are grouped into security management poli-
cies, security technical policies, security operational policies, and pri-
vacy policies, as illustrated in Table 4.3. For the purpose of clarity
and brevity, the front matter and back matter, except for the policy
purpose and scope, have been omitted from these examples.

" In the state of Arizona, not all state organizations are called departments. They are
called budget units, which refers to departments, bureaus, and commissions.

 The original security and privacy policy project selected NIST 800-53 Rev 3. Three
months into the project, NIST released Rev 4 and the project was revised to baseline
the policy set on the new revision.
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Table 4.3 Example Information Security Policy Set

DOCUMENT NAME

SECURITY OPERATIONAL POLICIES

Security awareness training
System security maintenance
Contingency planning
Incident response planning
Media protection

Physical security protection
Personnel security protection

Acceptable use

POLICY# DOCUMENT NAME POLICY#
SECURITY MANAGEMENT POLICIES

P8110 Data classification P8210
P8120 Information security program P8220
P8130 System security acquisition P8230
SECURITY TECHNICAL POLICIES P8240
P8310 Account management P8250
P8320 Access control P8260
P8330 System security audit P8270
P8340 Identification and authentication P8280
P8350 System and communication protections  PRIVACY POLICIES

P8410

System privacy

Note:  The information security policy example set consists of 17 information security and privacy
policies based on the NIST 800-53 framework. These policies are grouped into security
management policies, security technical policies, security operational policies, and security

privacy policies.
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EXERCISES

1. Using your own organization’s information security policies
(or a set given to you by your instructor), identify 10 uses of
the terms shall, will, should, or must.

a. Do you believe this is the appropriate and intended use of
these terms?

b. In what cases may the use of the term lead to confusion?

c. If applicable, how would you rewrite each of these state-
ments using the correct term?

2. Using your own organization or a fictitious company, create a
roles and responsibilities matrix to differentiate the responsi-
bility of the CIO, CISO, information security manager, and
security administrator with respect to the following security
controls:

a. Development, review, revision, maintenance, and dissem-
ination of information security policies.

b. Performance of vulnerability scanning, creation and
review of the scan report, and approval of a “clean” scan.

c. Performance, oversight, and approval of an annual secu-
rity risk assessment.

d. Information security incident investigation.

3. Section 4.2.2 describes the information security policy excep-

tion process.

a. What are the three exception types described?

b. Give at least two reasons why it is important to document
information security policy exceptions.

c.  Who should grant these exceptions?

4. 'This chapter introduces the concept of the “9-Cell” as a means
to brainstorm compensating controls. Consider the follow-
ing example information systems that require a compensating
control-based exception and complete a 9-Cell to brainstorm
potential compensating controls. Then write a compensating
controls-based exception to the policy statement and excep-
tion pairs below:

a. Policy statement. The department shall ensure the informa-
tion system enforces password-based authentication with
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a minimum strength of eight characters and one number
or special character.

Exception: Specialized equipment has no capability of
passwords beyond a four-digit PIN, contrary to the pass-
word policy statement above.

Policy statement. Scan for vulnerabilities in the organiza-
tion information system and hosted applications quarterly
from internal and external interfaces.

Exception: Production system is deemed critical and
delicate in that the risk of vulnerability scans causing an
error or disruption has been deemed too risky.



5

INFORMATION SECURITY
PROCEDURES AND
STANDARDS

The bulk of this book addresses information security policies—
frameworks, statements, review, and projects. For the most part, all of
the advice and guidance applied to information security policies (e.g.,
frameworks, terms, and audience) can also be applied to procedures
and standards as well. This chapter addresses the specific elements of
information security procedures and standards that are unique.

5.1 Less Formal Language and Structure

The formal language of information security policies (e.g., use of the
term sha/l) may be dropped from these more detailed documents.
Information security procedures and standards are not the formal
documents of policy that need to stick with legal terms and standard
templates but a more instructional and detailed document that pro-
vides guidance, variable settings, examples, and step-by-step instruc-
tions. For this reason, these documents are typically written in a less
formal language and structure.

5.2 Various Purposes of the Standard and Guideline

Information security standards” and guidelines are a refinement of
security requirements in the information security policies that address
selected methods, techniques, and devices. Information security stan-
dards are developed to provide greater explanation or specificity for
information security policy-level statements.

" Information security guidelines differ from information security standards only in
that standards are mandatory and guidelines are not. For this reason, discussion on
information security standards and guidelines development are treated nearly equal.
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An information security standard or guideline may serve one or
more purposes. These documents are the next level of detail from the
information security policy. They may provide any one (or more) of
the following purposes:

s Specify control settings. Information security standards (or
guidelines) may provide more detailed specifications for
information security control settings. Information security
controls may require refinement and adjustment at a quicker
pace than information security policies can be revised,
approved, and adopted. Including the detailed specifications
of information security controls to a standard or guideline
allows quicker adoption of refinements to these controls.

Examples of control settings appropriate for information
security standards and guidelines include password strength
and reuse settings, encryption strength settings, and audit
event settings. Below is an example of a standard covering
audit control setting and the topics of system audit capability,
system audited events, unsuccessful logon attempts, and ses-
sion lock.

Audit events. 'The department shall ensure that state information
systems are capable of auditing the minimum set of events that
may be required to support the department’s auditing policy and
those events listed under the “System Audit Capabilities” column
in the table below. In addition, the department shall also ensure
that the department information system is configured to audit the
minimum set of events listed under the “System Audited Events”

column in the table below [NIST 800-53 AU-2].

SYSTEM AUDIT CAPABILITIES SYSTEM AUDITED EVENTS

Password changes Password changes

Successful and failed logons [PCI DSS  Successful and failed logons [PCI DSS 10.2.5] [IRS Pub
10.2.5] 1075]

Successful system component access  Successful system component access [PCI DSS 10.1]
[PCIDSS 10.1]
Failed system component access Failed system component accesses

(Continued)
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SYSTEM AUDIT CAPABILITIES
Administrative privilege usage

All actions taken by individuals with
root or administrative privilege [PCI
DSS 10.2.2]

Third-party credential usage

Successful and failed access to
system objects (e.g., files)

Initialization or disabling of audit logs
[PCI DSS 10.2.6] [IRS Pub 1075]

Access to audit trails [PCI DSS 10.2.3]

Creation or deletion of system-level
objects [PCI DSS 10.2.7]

SYSTEM AUDITED EVENTS

Administrative privilege usage including changes to
administrative account, administrative group account,
escalation of user account to administrative account,
and adding or deleting users from the administrator
group accounts [IRS Pub 1075]

All actions taken by individuals with root or administrative
privilege [PCI DSS 10.2.2] [IRS Pub 1075]

Third-party credential usage

Initialization or disabling of audit logs [PCI DSS 10.2.6]
[IRS Pub 1075]

Access to audit trails [PCI DSS 10.2.3]1[IRS Pub 1075]

Failed or successful access to system objects with
confidential data [PCI DSS 10.2.1, 10.2.4]

Creation or deletion of system-level objects [PCI DSS
10.2.7]

All changes to access control (e.g., rights and
permissions) [IRS Pub 1075]

Creation, modification, and deletion of objects including
files, directories, user accounts, group accounts, and
account privileges [IRS Pub 1075]

Start up and shutdown functions [IRS Pub 1075]

Command line changes, batch file changes, and system
queries [IRS Pub 1075]

Unsuccessful logon attempts. The information system enforces

the following parameters for unsuccessful logon attempts:

PARAMETER

VALUE

Limit of consecutive invalid logon attempts 6

Response to over limit invalid attempts

Lock-out period

Automatically lock account/node
30 min or release by administrator

(P) Session lock. The information system prevents further

access to the system by enforcing the following parameters

for session locks:

PARAMETER

Initiate lock session after defined duration of inactivity or on user request
Retain session lock for defined duration or until user reestablishes access
Result of user not reestablishing session

VALUE

15 min
30 min
Session dropped
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* Provide expanded guidance. Some information security policy
statements provide a requirement without details of how that
requirement may be met. This is intentional as technology
rapidly changes. It is typically useful to leave the system own-
ers and custodians details of how to meet the requirement
rather than attempting to spell out every detail in a security
policy statement. However, this sometimes leaves the security
practitioner with the difficult task of interpreting the mean-
ing of the requirement. Information security standards can
provide additional guidance in these situations.

For example, consider the requirement, “The department
shall ensure the information system protects against or limits
the effects of denial of service (DoS) attacks.” It may be unclear
as to how the department may protect against or limit the effects
of a DOS attack. Techniques and controls used today may not
be relevant in the future. As DoS attacks continue to evolve, so
must the department’s response to them. A potential informa-
tion security standard statement associated with this policy could
address this requirement with some expanded guidance such as

In order to limit the effects of DoS attacks, the department
should address the following types of DoS and distributed
denial of service (DDoS) attacks with known mitigation tech-
niques. The list of DoS and DDoS attacks with known mitiga-
tion techniques includes the Internet Control Message Protocol
(ICMP) Flood, Smurf Attack, SYN Flood, User Datagram
Protocol (UDP) Flood, Teardrop Attack, domain name sys-
tem (DNS) Amplification Attack, and Encrypted secure sock-
ets layer (SSL) DDoS Attacks. In addition to implementing
mitigation techniques for known DoS and DDoS attacks, the
department should implement anomaly detection, if available on
their equipment, to identify and mitigate new attacks. Anomaly
detection requires the establishment of a baseline of network use
to determine anomalies and potential attacks.

s Provide example approaches. Some information security policy
statements provide a requirement without requiring a specific
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approach (e.g., penetration testing is required but no mention
as to tools, techniques, or approaches). This is intentional as
there may be many reasonable ways to implement the require-
ment and those may change over time. Organizations do not
generally want to limit themselves to a specific technique,
approach, or tool. However, in the absence of any guidance,
departments may be stuck attempting to determine their own
approach to meeting the policy requirement. In these cases,
information security standards can introduce and detail a rea-
sonable and accepted approach to meeting the requirement.

For example, an information security policy may have the
tollowing policy statements regarding information security
risk assessments:

Security risk assessment. 'The department shall: [NIST 800-53
RA-3] [HIPAA 164.308 (a)(1)(ii)(A)]

1. Conduct an assessment of security risk, including the
likelihood and magnitude of harm, from the unauthor-
ized access, use, disclosure, modification, or destruction
of the state information system and the information it
processes, stores, or transmits

2. Document risk assessment results in a risk assessment
report

3. Review risk assessment results annually [PCI DSS 12.1.3]

4. Disseminate risk assessment results to the department
chief information officer (CIO), information security
officer (ISO), information systems owner, and other
department-defined personnel or roles

5. Perform the risk assessment annually, or whenever there
are significant changes to the information system or envi-
ronment of operations (including the identification of new
threats and vulnerabilities), or other conditions that may
impact the security state of the system [PCI DSS 12.1.2]

There are a great many approaches to performing an infor-
mation security risk assessment. At the same time, there
are a lot of approaches that fall short of being useful to the
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department in terms of completeness and depth. The orga-
nization (or the department) may consider the creation of an
information security risk assessment standard to document
minimum expectations of this service without limiting the
variety of reasonable approaches such as

Security risk assessment guidance. The following guidance is pro-
vided for the performance of information security risk assess-
ments. This guidance is presented within the context of the
phases of an information security risk assessment process.
Namely, the preparation, the performance, and the communica-
tion of the results for an information security risk assessment.

1. Information security risk assessment preparation.
Preparation for an information security risk assessment
helps to ensure that the department derives the most
value from this exercise and establishes the context of
the risk management process. Departments shall con-
sider the following steps in preparing for an information
security risk assessment:

a. Identify purpose. The obvious purpose for an infor-
mation security risk assessment is to provide system
owners with information regarding the risk to sen-
sitive data and critical information systems so that
they may make appropriate decisions regarding how
to address those risks. However, information secu-
rity risk assessments are also required periodically
based on applicable regulations, provide oversight
to the security operations of the system, or could be
the direct (and required) action from a recent audit
or inspection. It is important that the department
clearly understands and identifies the purpose of
the information security risk assessment and con-
veys that to the team performing and overseeing the
assessment in order to ensure project success.

b. Define assessment boundaries. An information secu-
rity risk assessment shall be limited to defined physical
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and logical boundaries. A physical boundary identifies
the physical limit of the assessment such as network
components (e.g., workstations, servers, routers, and
switches), security components (e.g., intrusion detec-
tion system [IDS] and firewalls), network media (e.g.,
cabling), peripherals, buildings, and rooms. A logical
boundary identifies the logical limit of the assessment
such as the functions of the system, services provided,
applications, and network segments.

Define level of rigor. An information security risk
assessment shall have a defined level of rigor specify-
ing the depth of analysis to be performed. The level
of rigor may be specified by hours (or other resources
metrics) to be expended or by listing the methods of
data gathering.

Document scope limitations and constraints. An
information security risk assessment is generally
expected to cover all relevant administrative, techni-
cal, and physical controls. When the scope is limited
or constraints are placed on the task of assessing the
risk to the state information system, the budget unit
needs to ensure that these constraints are reasonable.
If a budget unit chooses to limit the scope of the risk
assessment (e.g., physical security controls are out of
scope), then there should be some rationale provided
on why such a limitation is reasonable (e.g., physical
security controls are reviewed under another assess-
ment program).

Document risk model. There are a variety of reason-
able security risk models that may be used in the per-
formance of an information security risk assessment
(e.g., NIST 800-30). The budget unit (or the con-
tractor for the budget unit) may use any reasonable
security risk model provided the model accounts for
the following aspects of a baseline information secu-
rity risk assessment:
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i. Document risk elements. The information secu-
rity risk model shall identify and document the
elements to be reviewed, assessed, and analyzed in
order to determine the risk to the state information
system. These elements typically include threats,
assets, vulnerabilities, likelihood, and impact.

ii. Document risk calculation. The information
security risk model shall identify the process
by which risk is determined. This is typically in
the form of a risk calculation, estimate based on
parameters, or a risk determination table based
on the risk elements listed above.

Information security risk assessment pe;farmance. The effective

performance of an information security risk assessment is critical

to the accuracy and usefulness of the assessment. Departments

shall consider the following steps in the performance of an infor-

mation security risk assessment:

1. Objectivity. Consistent with requirement 6.5.1.1 of

P8120 (information security program policy), an infor-
mation security risk assessment shall be performed by
impartial assessors or assessment teams. Impartiality
requires that the assessment team have no conflict of
interest between the development, selection, and/or
operation of the security controls under assessment.

. Adequate data gathering. An information security risk

assessment shall have adequate data gathered on the
controls within the physical and logical boundaries of
the assessment. Adequacy of the data gathering is largely
subjective but the departments shall be hesitant to rely
on information security risk assessments that have too
tew data points to draw an accurate conclusion or assess-
ments that rely on interviews of surveys alone from those
in charge of the assessed controls. To the extent possible,
the department should ensure that effective data gather-
ing approaches from reviewing documents, interviewing
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personnel, observing behavior, inspecting controls, and
testing controls are utilized.

3. Defendable analysis. An information security risk
assessment shall include a documented and defend-
able analysis of the data gathered to support findings.
Information security risk assessments typically provide
such analysis in the form of tables or charts. Each find-
ing/recommendation shall be traceable to sufficient evi-
dence of the vulnerability that is being addressed.

Information security risk assessment documentation. The effec-
tive and accurate communication of results from an informa-
tion security risk assessment is critical to the usefulness of the
assessment. Departments shall consider the following steps in
the documentation of an information security risk assessment:

1. Communication with key staff. The results of an infor-
mation security risk assessment provide pertinent infor-
mation and guidance to system owners, information
security officers, and CIOs within the budget unit. The
results of the assessment shall be shared with budget
unit director, CIO, information security officer, and sys-
tem owners at a minimum. The state chief information
security officer may also be included in the dissemina-
tion of the assessment results.

2. Communication with custodians and others. The results
of the information security risk assessment include rec-
ommendations for improvements (e.g., patch information
systems, develop procedures, and additional controls)
that will need to be conveyed to those in charge of imple-
menting these changes. When relevant, all available evi-
dence of the associated vulnerabilities and details of the
recommended solutions shall be made available to the
system custodians, staff members, or contractors tasked
with confirming the vulnerability and/or implement-
ing the recommended solution. Keep in mind that the
principle of least privilege shall be applied here and there
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may be some details deemed irrelevant and sensitive and
therefore not conveyed to others.

3. Clear recommendations. An information security risk
assessment shall provide a report with clear recommenda-
tions that identify the control gap or risk and the recom-
mended solution or solution set to address the control gap
or risk. Departments may want to require that the infor-
mation security risk assessment recommendations provide
information on the cost of the recommendation as well.

5.3 Information Security Procedures

Information security procedures are instructions for the accomplish-

ment of a process. The reason such instructions are documented is to

ensure all elements of the procedure are completed and the procedure

is executed in a uniform manner.

The creation of information security procedures is rather tedious

but straightforward. There are few restrictions or set formats for pro-

cedures but there are a few simple rule or pieces of advice that may

assist in their development:

Define process initiation and termination points. Every process
has a beginning and an end. These are referred to as initiation
and termination points.

An initiation point is defined by the information required
to begin the process. There may be several initiation points;
each should be defined. For example, the account creation pro-
cess could have an initiation point of hiring a new employee,
transferring an employee, or promoting an employee. Each of
these initiation points should be defined in terms of the infor-
mation required to initiate the process (e.g., employee name,
employee identification number, job classification, location,
and supervisor).

A termination point is defined by the result of the process
that marks its completion. There may be several termination
points; each should be defined. For example, the account cre-
ation process could have the termination point of informing
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the employee of their new (or changed) account or denying
the requested account access.

Document process steps. Write down the steps involved in
the process from beginning to end. This includes all initia-
tion points, all termination points, and all the steps involved
between. Flow charts work well for mapping this out and
should be included in the process documentation.

Screenshots for computer-based process steps. For all process steps
that involve a computer program, include screenshots to
improve the clarity and ease-of-use of the process document.
Document roles and responsibilities. For each process step, doc-
ument the party responsible for the completion of the step.
“Swim lane” diagrams may be useful in some process docu-
mentation that involves multiple roles such as processes with
approval or oversight activities.

Attach forms. Many processes may involve a form to capture
information more easily (e.g., account request and security
incident report). A copy of the latest form should be included
in the process documentation.
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EXERCISES

What reasons are there to write mandatory elements of an informa-
tion security policy in an information security standard instead?

1. Review the following information security standards and cre-
ate a list of required procedures:

a. Payment Card Industry Data Security Standard

b. NIST Special Publication 800-53 (moderate level)

c. ISO 27001 Clauses and Appendix A

d. Control objectives for information and related technology

2. Review the security risk assessment guidance in section above.

a. Wias the last security risk assessment performed for your
organization consistent with the guidance?

b. In what way would you either modify the guidance to
meet your current practices or modify your practices to
meet the guidance?

3. Create a flow diagram for a process that does not currently
exist within your organizations (pick one):

a. Account creation and termination process

Breach notification process
Security incident reporting process
Media disposal procedures
Sanctions process

o0 T
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Embarking on a project to revise or rearchitect an information secu-
rity policy set for an organization is a large and complex enough
project to warrant project planning. Determining the steps required
to complete the project, setting a budget, and obtaining expertise
and oversight are all important steps toward ensuring a successful
completion of an information security policy project. This chapter
outlines the basic elements of an information security policy project.

6.1 Scoping the Project

As with any project, an important early element of the project plan is
to scope the project effort and extent. An information security policy
project has the scoping aspects as listed in Table 6.1.

Of course, information security policy projects may vary widely in
terms of effort. On the small end of the scale would be a small orga-
nization that is able to accept a ready-made set of information security
policy templates with very little customization. Such a small project
may only take a week or two and cost very little. However, the lack
of customization and tailoring of the policies may result in an infor-
mation security program that is not well suited for the organization’s
culture, industry, or threat environment.

On the higher end of the scale is a very large information secu-
rity revision or rearchitect project for a large organization with many
departments with different security needs. Such a project will likely
have most or all of these scoping complexities. A project attempting to
use a ready-made policy set to address an organization’s needs would
not likely meet the organization’s goals for implementing security poli-
cies. Such a project could take several months or a year to complete.

93



94 INFORMATION SECURITY POLICIES

Table 6.1 Information Security Policy Project Scoping Elements

POLICY PROJECT SCOPING ELEMENT COMMENTS

Number of current policies Current information security policies are the existing rules
governing the protection of the system. These policies
may be outdated but they are the current set of rules and
will need to be reviewed as part of the policy revision or
rearchitecting project.

Current policy framework If the existing policy set does not have a clear and evident
framework, the review and revision of these policies can
be difficult. You will likely find many instances of
conflicting policy statements, overlap, and gaps. This
greatly increases review and approval time frames as the
existing policy set and concerns about correctly
translating it to a new policy set become complex.

Planned policy framework If the planned policy framework has already been
determined, the work of putting together policy
statements into policies is relatively straightforward. If
the policy framework is to be determined as part of the
policy development project, then consider the time
required to discuss the various choices of frameworks
and the pros and cons of each.

Oversight and approval involvement ~ An approval stage for revising information security policies
is necessary as these are statements of management
intent. If there is a complex set of approvals or a very
involved approval process, then the policy project will
need to ensure there is considerable time devoted to the
explanation, review, revision, and approval process.

Note: Not all information security projects are made alike. Depending on various complexities,
some projects may be more involved and require a greater amount of time.

6.2 Information Security Policy Project Roles

There are several important roles in the information security policy
project. These roles include the following:

* Project sponsor. As information security policies are the state-
ment of management intent on the protection of information
systems and data, it is required to obtain top management
support and sponsorship of the project. The involvement of
the role of top management (the project sponsor) is flexible.
Smaller organizations will likely obtain an active role from
the project sponsor while larger organizations may only touch
base with the project sponsor during budgeting, major mile-
stones, and the review and approval process.
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* Project lead. The project lead is the expert in the development
of information security policies. This person should have an in-
depth knowledge of the information security regulations and
requirements that affect the organization, experience with the
selected information security framework chosen for the proj-
ect, and experience in creating policy, standards, and procedure
documents. The project lead will likely be the most influen-
tial person on the project as he will likely be the one with the
most experience in the individual tasks required. As such, it is
important that the project lead be skilled at identifying poten-
tial obstacles, outlining the choices to the other team members,
and driving such decisions to a conclusion to keep the project
on track and clear of common obstacles.

o Subject matter expert (SME). Information security policies will
cover a wide range of information security topics. The project
lead will likely not be an expert in all topic areas and will need
some assistance to ensure proper interpretation of requirements
and potential impact on the organization and the organization’s
information systems. In addition to providing subject matter
expertise, involving the SME will help to reinforce organiza-
tional and departmental buy-in to the policies being developed.

* Stakeholders. Information security policies dictate how users
are required to behave and how security controls are imple-
mented within organizational information systems. These
documents will affect a great many people and organizational
processes. Among those most affected are the stakeholders
such as department heads, system administrators, the depart-
ment managers, and information security managers for each
department. An information security project should seek to
involve stakeholders in the project as much as possible by
providing regular project status updates, involvement in the
review process, and opportunities for training.

* Approver. Each information security policy may have one
or more approvers. This could be a committee, the board,
or senior management. It is important to understand the
approval process prior to finalizing the information security
project process as approvals may involve several steps and
iterations over a period of time.
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* Technical editor. Information security policies should follow
the organizational template for formal documents. As these
documents increase in size, so does the complexity of keep-
ing within the confines of a prescribed document template.
Involving a technical editor on the information security pol-
icy project team will smooth the development effort and save
many hours of the project lead’s time.

6.3 Information Security Policy Project Phases

As an example of an information security project that involved many
of these complexities, consider the policy development project illus-
trated in Figure 6.1. A basic breakdown of this project includes the
following nine phases:

* Determine applicable laws, regulations, and standards. The
project began with a review of all known applicable laws
and regulations. These included federal information secu-
rity laws and regulations (e.g., Health Insurance Portability
and Accountability Act Security and Privacy Rules, Federal
Information Security Management Act, and National
Institute of Standards and Technology [NIST] Special
Publication 800-53), Arizona state laws and Arizona Revised
Statues, and industry standards (e.g., Payment Card Industry
Data Security Standard [PCI DSS]). Between federal, state,
and industry laws, there were 63 applicable laws, regulations,
and standards. Each of these documents was catalogued.

s Identify best practice sources. In addition to these laws, the
project required the identification of sources for best prac-
tices (e.g., NIST Special Publications 800-series, Center
for Information Security hardening guidelines, and internal
organization practices). Each of these best practice sources
was catalogued as well.

* Review current policies, standards, and procedures (PSPs). A for-
mal review of the identified laws, regulations, and standards
was then conducted to identify actionable content (e.g., policy
statements, requirements, and guidance).
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Figure 6.1

PSP development process—example. The example information security policy pro-

cess involves identifying best practices and applicable laws, reviewing current policies, deriving
security controls, populating the security control framework, and determining format and policy

titles.

* Derive controls. The actionable content identified in each of
the sources was then transformed (if necessary) into policy
statements or security controls. This was done by naming
each policy statement by the security control enforced (e.g.,
“password-based authentication”) ensuring a straightforward
language and consistent set of terms (e.g., shall).
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* Populate security control framework. For this project, the
FISMA framework was selected as the control framework.
This framework was slightly modified from the FISMA
framework identified in Figure 3.1 (see the difference between
Figure 3.1 and Table 4.3). The revised framework provided
a structure to organize the identified controls into control
groups and eventually into individual information security
policies (groupings of related control groups).

* Revise derived controls. The derived controls were then reviewed
against the identified controls in the current information secu-
rity PSPs. Based on this review, some controls were revised to
accommodate a stronger control already in place.

* Determine format and titles. With the revised controls in place
and sorted into the approved framework, controls were then
grouped according to subject (e.g., network controls and user
account controls) and audience (e.g., policies for all staff vs.
policies limited to administrators). This sorting resulted in
plans to develop 17 information security and privacy policies.

* Identify SME. For each policy, an SME was identified to pro-
vide expert review of the policies being developed. In addi-
tion to valuable reviews from someone who works with the
controls directly affected by the draft policy, this is also an
important part of the buy-in process. By involving the SME
in the draft review and revision process, the policy (or proce-
dure) becomes an extension of his or her own understanding
of how the controls should be implemented.

* Draft contents. Once the policy titles, topics, and controls were
created and approved, the contents of each document were
drafted. These drafts are based on the approved information
security policy framework and the approved security controls
so the drafting of the policies concentrates on the combina-
tion, structuring, and wording of the policy statements.

6.4 Information Security Policy Revision Project

'The balance of this chapter on information security policy projects
assumes that information security policies are being rearchitected
or created from scratch. In fact, most information security policy
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projects do involve rearchitecting the policy framework or start-
ing from scratch so a complete project plan discussion is generally
applicable. Even when initially seeking to simply revise an existing
information security policy set, many projects end up rearchitecting
the policy set because it is easier. There are several reasons why an
information security policy project may be easier to rearchitect than
to revise:

* Old policy set. Information security policy sets are typically
designed to be revised on an annual basis. Those sets that fail to
have routine maintenance are typically so far behind changes
in technology, the organizational needs, and regulations that
a simple revision is no longer the easy route. Generally, a set
of information security policies that have not been revised for
3 or more years should be rewritten from scratch.

* Lack of framework. No matter how often an information secu-
rity policy set is maintained and expanded, if it was built on
an as-needed basis or otherwise built without regard to a
clear structure and framework, then attempted revisions will
soon become too complex. When attempting to expand an
information security policy set that is created without a clear
framework, it is not clear where additional policy statements
belong. Lacking a clear place for the proposed new statements,
organizations typically will simply create another policy title
to house a small set of policy statements. This results in the
“yet another policy” syndrome where users become so weary
of the myriad of information security policies and keeping
track of what is required that they simply give up on attempt-
ing to understand the rules of the organization.

s Too many policies already. Generally, organizations with 50 or
more information security policies have been suffering from
this syndrome for a while. It would be best to rearchitect the
whole mess and provide a clear and consistent information
security policy set.

However, occasionally, an information security policy project may
only seek to revise or even add to an existing well-organized informa-
tion security policy set. In this case, the information security project is
one of revision and not rearchitecting, so the process is much simpler
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to discuss. There are four general reasons to revise an existing infor-
mation security policy. Each of these is discussed below:

s Audit findings. When revising the information security policy
set to address specific audit findings, the findings themselves
are the driver of the project. If the audit findings indicate that
the information security policies are nonexistent, out of date,
or do not provide the details necessary to address informa-
tion security requirements, then this is not a revision project
but a rearchitect (or creation) project. However, if the audit
findings are specific, simply track each finding to a missing,
ambiguous, or incorrect policy statement and revise.

s Policy currency review. For information security policies that
are being reviewed (within a few years) of the last policy
review, this type of project involves SMEs to identify cur-
rent issues, new threats, and additional controls that may
need to be required by the policy set. A well-organized infor-
mation security policy set will allow the project to focus on
specific information security policies instead of the entire
set. For example, if an organization feels the need for a cur-
rency review on its information security policy set due to the
increased demand and use of consumer electronics in the
workplace and at home utilizing organizational data, then a
policy review may be limited to the Acceptable Use Policy,
Media Protection Policy, and the System and Communication
Protection Policy.

* Policy consistency review. As the set of information security
policies grows and expands to include overlapping areas of
concern, there is a threat of inconsistency within the policy
set. This can happen when more than one information secu-
rity policy addresses a specific security control. For example,
the Acceptable Use Policy, the Email Policy, and the Security
Awareness Training all provide the user with requirements or
guidance on selecting a strong password. If each of these pol-
icies (and training) provides specifics on password strength
(e.g., number of characters, selection of upper and lower case,
and inclusion of a special character), then there is a danger
that each may require (or suggest) something different. Such
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an inconsistency in a policy set leads to users dismissing poli-
cies and a degraded security posture.

A policy consistency review is best performed using a tech-
nique known as an expected elements review. In an expected
elements review, a list of security controls (e.g., expected ele-
ments of the security policies) is used as a place holder to map
the policy statement of each policy to a specific security con-
trol. This approach was originally presented in Zhe Security
Risk Assessment Handbook (2006).

s Policy requirements review. In a project that involves reviewing
existing information security policies for compliance with a
set of requirements (e.g., industry regulations or standards,
customer requirements, and organizational requirements), the
set of requirements is first reviewed to identify the require-
ments. Each requirement is then mapped to an existing
policy statement in the information security policy set or the
requirement is mapped to a target policy for inclusion. At the
conclusion of the mapping, each existing information security
policy will have an associated list of candidate requirements
for inclusion. Working on the policies one after the other,
the candidate requirements are then written into the exist-
ing policies. Again, if the existing information security policy
set is well organized and based on an information security
policy framework, the identification of the appropriate policy
for each candidate requirement will be obvious. If it is dif-
ficult to perform this mapping, then a policy rearchitecting
may be in order.

6.5 Information Security Policy Project Application

Once the information security policies are drafted, the policies must go
through an approval process, organizational departments will require
training on the policies, and additional policy application consulting
will be required for some organizational departments. Figure 6.2 pro-
vides an example of the application process for the newly developed or
revised PSPs. There are three major phases of the policy application
process with three tasks in each phase.
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Figure 6.2 PSP application process—example. The example information security policy applica-
tion process involves policy approval, policy training, and policy application consulting.

Phase 1: Policy approval. Once the PSPs are developed, the next
phase is to seek formal approval. In addition to the draft policies,
Figure 6.2 shows the step of creating a policy instruction sheet for
each policy to aid in the review process. Figure 6.3 shows an example
of a policy instruction sheet (or summary) that provides a single-page
summary of the policy purpose, importance, audience, and high-level
policy statements.

In smaller organizations, approval may be only a single step, but in
larger organizations, approval must be sought through several steps,
namely, security management review, department review, and board
review.

s Security management review. This approval phase requires
that the senior-most information security representative for
the organization agrees with and approves the information
security policy set, policy statements, and approach for policy
governance. If the security policy set was developed within
this department or team, then this task may have already been
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IT SECURITY POLICY

8120

Purpose:

Establish an information
security program and
determine the
responsibilities within
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Why it's important:
A comprehensive plan
that defines the
elements needed for a
secure information
security program. It
ensures that
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Figure 6.3

Information security policy summary—example. The policy summary provides a

single-page summary of the policy purpose, importance, audience, and high-level policy statements.

completed with the completion of the draft policies, but if the

policies have been created by an element of the team, another

department, or an outside consultancy, then the senior-most

security representative for the organization will have a formal

approval process. The formal approval process may consist of

a formal line-by-line presentation, discussion, and defense of
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each policy statement or it may simply be an offline review
and revision of the drafted policies.

* Department review. 'This approval phase requires that the
information security department of each organizational
department receives a chance to provide input, clarification,
or request modifications of the drafted policies. It is best to
include these departmental representatives throughout the
policy development process so that there are very few sur-
prises. However, a formal and final review of these policies
is typically necessary for organizations to take into account
unique needs of each department and to help to ensure buy-in
to the process.

* Board review. This is the final approval for policies but may
not be necessary for standards and procedures. Policies are
the statement of intent from senior management involving
the secure use of organizational resources and protection of
sensitive information. Therefore, senior management (e.g., the
board or board delegate) must formally approve policy-level
documents for the organization. Such approvals rarely include
a line-by-line review but instead the board members typically
rely on their own experts, subcommittees, and delegates to
perform such a review and advisory role.

Phase 2: Policy training and consulting. Once the PSPs are approved
by the security management, departments, and the board, training is
required to provide appropriate guidance and understanding of the
policies. Security policy training involves three steps: policy introduc-
tion training, policy familiarization training, and policy tailoring and
application training.

* Policy introduction training. Information security policy intro-
duction training is generally limited to the objectives of policy
development project, the basics of the security policy frame-
work chosen, and an outline of the policies and policy con-
tents. Such a training session is generally limited to 1-2 h.

* Policy familiarization training. Security policy familiariza-
tion training explores each of the policies in more depth.
This includes a review of the roles and responsibilities
for each policy and a step-by-step review of each of the
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policy statements. Audience members will generally want
to request an interpretation of some of the policy state-
ments on their own information systems and/or comment
on the impact of the policy statements on their department
or information systems. Leaving time for such comments
would require that this training take 4-6 h.
Policy tailoring and application training. In addition to an in-
depth policy training, many departments will require one-
on-one training to discuss their own department’s approach
to tailoring and applying the information security policies to
their department and department information systems. This
type of training should be tailored to the department’s spe-
cific questions and concerns but a general set of slides cover-
ing the following elements should be prepared and used as a
consistent set of guidance to all departments:

* Roles and responsibilities: Identify departmental roles (and
names) to assign the roles and responsibilities from each
policy. Example roles include department head, informa-
tion technology lead, information security lead, and user
manager.

* Department information systems: ldentify department
information systems, including system name, function,
and boundaries. This should include a discussion of the
trade-offs between defining many small information sys-
tems versus several (or one) large system, and determining
system owners.

* Adopting wersus tailoring policy statements: Each policy
statement may either be adopted (e.g., the department
agrees with the policy statement) or the department can
request a policy exception (see Section 4.2.2).

* Completing policy statements: Many policy statements may
have been written to allow the department to specity,
define, or assign an aspect of the policy statement. For
example, consider the following policy statement: “The
department information system automatically removes
or disables temporary and emergency accounts after
a department-defined time.” The phrase department-
defined time is to be replaced with a time period defined
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by the department. For each of these phrases in a policy
statement, the department will need to complete the
policy statement with its own input. In order to assist
departments with these decisions, it may be useful to
create a tailoring guide that is used with all departments
to ensure consistent advice. See Appendix B: Example
Departmental Policy Tuiloring Guide for an example of an
instruction to departments on how to tailor information
security policy templates for use in their organization.

Phase 3: Policy application and consulting. Once the information
security policy training is complete, individual departments may
require additional assistance or consulting in the development or
application of their information security policies. The following
consulting tasks are recommended for assisting these departments
with the tailoring and application of their information security
policies:

* Develop a worked example: A worked example (e.g., a com-
pleted policy set for a specific department) can provide other
departments with guidance on how to complete a policy set.
It is always useful to find a department willing to be held up
as an example in exchange for assisting them with the devel-
opment of their own policy set. This set can then be used as a
worked example.

* Provide policy tailoring assistance: If the advice given in the
training is not detailed or clear enough, some departments
may require assistance with tailoring a policy set for their own
department and department information systems. Assistance
may involve selection of compensating controls or the devel-
opment of a risk-based exemption rationale.

* Provide policy application assistance: Once the policy set is tai-
lored and accepted by the department, it will then be applied
to the department and its information systems. This means
the development of security controls such as policies, proce-
dures, processes, access controls, encryption, etc. Additional
assistance to organizational departments may be useful to the
overall organization in this area.
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EXERCISES

1. Consider your own organization’s information security policy
set (or a set given to you by your instructor). Estimate the
amount of time it would take to perform the following tasks:
a. Update the policy set to include the latest version of PCI

DSS

b. Update the policy set for an update of the underlying
framework (e.g., NIST 800-53, ISO 27001)

c. Perform the review and approval process

2. When rearchitecting an information security policy set (e.g.,
creating a new set), why is it important to review the current
set of information security policies?

3. What steps in an information security policy development
project help to ensure organizational buy-in?

4. When adopting a new (or revised) information security pol-
icy, many departments and/or information systems may be
noncompliant with the new security policy statements because
they were previously not required.

a. Is this a good reason for a department to request a policy
exception?

b. What reaction would you expect from an auditor for new
requirements for an organization that has recently adopted
new information security policies (e.g., organization has
recognized new requirements but not yet implemented
them)?






Appendix A: Example Policies
(FISMA Framework)

'The following set of information security policy examples are based
on information security and privacy policies the author created for
the State of Arizona Department of Administration. There are
several elements of these example policies that are important to
understand:

s Application indicators: Each policy statement required for all
systems unless there is an application indicator at the front of
the policy statement. All application indicators are enclosed
in parenthesis at the front of the policy statement. Examples
of these indicators include (C)—applies to confidential data
only; (P)—applies to “protected” systems only; and (P-PCI)—
applies to “protected” systems with cardholder data (CHD).

s Source reference: Each of the policy requirements contains a
source reference at the end of the requirement to indicate
the source of the requirement. Many requirements have
multiple sources as the security requirement is contained
in multiple regulations and standards. The source refer-
ence indicates both the source or the requirement and a
requirement reference within that source (e.g., PCI DSS
12.1.3).

109
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The example policy set contains 17 policies based on the FISMA
framework. The policies are grouped into security management poli-
cies, security technical policies, security operational policies, and pri-
vacy policies. For the purpose of clarity and brevity, the front matter
and back matter, except for the policy purpose and scope, has been
omitted from these examples.

A.1 Information Security Management Policy Examples

Based on the Arizona Policy and Standards project, three policies
were created to address the management of the information security
program. These policies are directed at the classification of data, the
information security program, and the secure acquisition of informa-
tion systems, components, and services.

A.1.1 Policy Example: 8110 Data Classification

Purpose: 'The purpose of this policy is to provide a framework for the
protection of data that are created, stored, processed, or transmitted
within department. The classification of data is the foundation for the
specification of policies, procedures, and controls necessary for the
protection of confidential data.

Scope: This policy shall apply to all data, both paper copies and soft
copy. Policy statements preceded by “(C)” are required for all confi-
dential data.

A.1.1.1 Policy Statements Data classification: Data created, stored,
processed, or transmitted on organization information systems shall
be classified according to the impact to the state or citizens resulting
from the disclosure, modification, breach, or destruction of the data.

Data classification categories: All organization data shall be classified
as one of the following categories: [National Institute of Standards

and Technology Special Publication (NIST SP) 800-53 RA-2].

Confidential data: Data that shall be protected from unauthor-
ized disclosure based on laws, regulations, and other legal
agreements. Examples of confidential data include
1. System security parameters and vulnerabilities

a. System security vulnerabilities



b.

C.
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Generated security information
Information regarding current deployment, configura-
tion, or operation of security products or controls

2. Health information

a.

— e e

m.

Protected health information [Health Insurance
Portability and Accountability Act (HIPAA)—PL 104-
191, Sections 261-264, 45 Code of Federal Regulations
(CFR) Part 160 and 164]

Medical records [A.R.S. 12-2291, A.R.S. § 12-2292,
AR.S 36-445.04, A.R.S. § 36-404, A.R.S. § 36-509,
A.R.S. § 36-3805]

Child immunization data [A.R.S. § 36-135]

Chronic disease information [A.R.S. § 36-133]
Communicable disease information [A.R.S. § 36-664,
A.R.S. § 36-666]

Developmental disabilities service records [A.R.S.
§ 36-568.01, A.R.S. § 36-568.02]

Emergency medical service patient records [A.R.S.
§ 36-2220]

Genetic testing records [A.R.S. § 12-2801, A.R.S.
§ 12-2802]

Home health service records [A.R.S. § 36-160]
Midwifery patient records [A.R.S. § 36-756.01]

State trauma registry [A.R.S. § 36-2221]
Tuberculosis  control court hearing information
[A.R.S. § 36-727]

Vital records [A.R.S. § 36-342]

3. Financial account data (on individuals)

a.

b.

CHD, including primary account number, cardholder
name, expiration date, and service code [PCI DSS v2.0]
Credit card, charge card, or debit card numbers; retire-
ment account numbers; savings, checking, or securi-
ties entitlement account numbers [A.R.S. § 44-1373]

4. Criminal justice information

a.

b.

C.

Child protective services records [A.R.S. § 41-1959]
Criminal history record information [A.R.S.

§ 41-619.54]

Criminal justice information [A.R.S. § 41-1750]
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11.
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Critical infrastructure/fuel facility reports [A.R.S.

§ 41-4273]

Eligible persons [A.R.S. § 39-123, A.R.S. § 39-124]

Risk assessment and state audit records

a. Auditor general records [A.R.S. § 41-1279.05]

b. Federal risk assessments of infrastructure [A.R.S.
§ 39-126]

Personal identifying information (except as determined to

be public record) [A.R.S. § 41-4172]

a. Educational records [Family Educational Rights and
Privacy Act]

b. Social security number [A.R.S. § 44-1373]

Taxpayer information—federal tax information (FTT)

[A.R.S. § 42-2001] [Internal Revenue Service Publication

1075 (IRS Pub 1075)]

Licensing, certification, statistics, and investigation infor-

mation (of a sensitive nature)

a. Abortion reports [A.R.S. § 36-2161]

b. Child death records [A.R.S. § 36-3503]

c. Controlled substance records [A.R.S. § 36-2523]

d. Emergency medical service investigation records
[A.R.S. § 36-2220]

e. Employment discrimination information [A.R.S.
§ 41-1482]

f. Healthcare cost containment records [A.R.S. § 36-2917]

g. Healthcare directives registry information [A.R.S.
§ 36-3295]

h. Healthcare entity licensing information [A.R.S.
§ 36-2403, A.R.S. § 36-404]

i. Medical marijuana records [A.R.S. § 36-2810]

j- Medical practice review [A.R.S. § 36-445, A.R.S.
§ 36-445.01]

k. Nursing home certification records [A.R.S. § 36-446.10]

1. Prescription information [A.R.S. § 36-2604]

Other state-owned confidential data may include, but not

be limited to

a. Archaeological discoveries [A.R.S. § 39-125]

b. Attorney general opinions [A.R.S. § 38-507]
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c. Tax examination guidelines [A.R.S. § 42-2001]
d. Unclaimed property reports [A.R.S. § 44-315]
e. Vehicle information [A.R.S. § 41-3452]
12. Other non-state-owned confidential data may include,
but not limited to
a. Attorney—client privileged information [A.R.S.
§ 41-361]
b. Bank records [A.R.S. § 6-129]
c. Trade secrets and proprietary information [Intellectual
Property laws]
d. Management and support information
13.  Other records protected by law

Public data: In accordance with Arizona public record’s law, data
that may be released to the public and requires no additional
levels of protection from unauthorized disclosure.

Identification: All data shall be identified as one of the following data

classifications:

1. Confidential or
2. Public (data that is not identified is assumed to be public)

A.1.1.1.1 Handling

(C) Need to know: All confidential data shall only be given to
those persons who have authorized access and a need to know
the information in the performance of their duties [HIPAA
164.308 (a)(3)(i1)(A)—Addressable] [PCI DSS 7].

(C) Hand carry: All confidential data being hand-carried shall
be kept with the individual and protected from unauthorized
disclosure.

(C) Accounting: For bulk transfer of confidential data containing
500 or more records, the receipt and delivery of all confiden-
tial data shall be monitored and accounted for to ensure the
data are not lost and potentially compromised.

(C) Guardian: When outside of controlled areas, all confidential
data shall not be left unattended, even temporarily. All confi-
dential data shall remain either in a controlled environment or
in the employee’s physical control at all times. Mail, courier,
or other mail services are considered controlled areas.
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(C) Out-of=sight: All confidential data shall be turned over or
put out of sight when visitors not authorized to view data are
present.

(C) Conwersations: Confidential data shall not be discussed out-
side of controlled areas when visitors not authorized to hear
confidential data are present.

(C) Movement: Unauthorized movement of confidential data from

controlled areas shall be prohibited [HIPAA 164.310 (d)(1)].

A.1.1.1.2 Transmission

(C) Encryption: Any external transmission of confidential data
shall be encrypted through either link or end-to-end encryp-
tion [HIPA A 164.308 (¢)(2)(ii)—Addressable] [PCI DSS 4].

(C) Encryption strength: Encryption algorithm and key length
shall be compliant with current state organization mini-
mum encryption standards as stated in the System and
Communications Protection Standard [S8350].

A.1.1.1.3 Processing
(C) Approved processing: Confidential data shall be processed on
approved devices.

A.1.1.1.4 Media Protection

(C) Confidential data protection: All confidential data shall be
protected and implemented at minimum controls as stated
in the Media Protection Policy P8250 and Media Protection
Standard S8250 [HIPA A 164.310 (d)(2)] [PCI DSS 3, 9].

A.1.2 Policy Example: 8120 Information Security Program

Purpose: 'The purpose of this policy is to establish the information
security program and responsibilities within the department.
Scope: The policy shall apply to all organization information systems:

* (P)—Policy statements preceded by “(P)” are required for
department information systems categorized as protected.

* (P-PCI)—Policy statements preceded by “(P-PCI)” are
required for department information systems with PCI data

(e.g., CHD).
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* (P-PHI)—Policy statements preceded by “(P-PHI)” are
required for department information systems with protected
healthcare information.

* (P-FTI)—Policy statements preceded by “(P-FTI)” are
required for department information systems with federal
taxpayer information.

A.1.2.1 Policy Statements System security planning: The department
shall implement the following controls in the planning of system
security:

System security plan: The department shall develop, distribute,
review annually, and update an organization information sys-
tem security plan. The plan shall [NIST 800-53 PL-2]

1. Be consistent with the department’s enterprise architec-
ture (EA)

2. Explicitly define the authorization boundary for the sys-
tem, including authorized connected devices (e.g., smart
phones, authorized virtual office computer equipment,
and defined external interfaces)

3. Describe the operational context of the organization infor-
mation system in terms of missions and business processes

4. Provide the security categorization of the information
system

5. Describe the relationships with or connections to other
information systems

6. Provide an overview of the security requirements for the
system

7. Describe the security controls in place or planned for
meeting those requirements, including rationale for the
tailoring and supplementation decisions

8. Be reviewed and approved by the department chief infor-
mation officer (CIO) prior to plan implementation
(P) Coordinate with other organizational entities: 'The
department shall plan and coordinate security-related
activities affecting the organization information system
with the department CIO, department ISO, and sys-
tem owners of affected organization information systems
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before conducting such activities in order to reduce the
impact on other organizational entities [NIST 800-53
PL-2(3)] [IRS Pub 1075]

(P) Information security architecture: The department shall [NIST
800-53 PL-8] [IRS Pub 1075]
1. Develop an information security architecture for the orga-
nization information system that describes
a. 'The overall philosophy, requirements, and approach to
be taken with regard to protecting the confidentiality,
integrity, and availability of organizational information
b. How the information security architecture is inte-
grated into and supports the EA
c. Any information security dependencies on, and
assumptions regarding, external services
2. Annually, review and update the information security
architecture to reveal updates in the EA
3. Ensure that planned information security architecture
changes are reflected in the security plan and organiza-
tional procurements/acquisitions

System security policies: The department shall develop, document, and
disseminate, to appropriate personnel and roles, the following policies
and procedures for each organization information system: [HIPAA
164.316 (a)]

1. Data classification policy and procedures (P8110)

2. Information security program policy and procedures (P8120)
[NIST 800-53 CA-1] [NIST 800-53 PL-1] [NIST 800-53
PM-1] [NIST 800-53 RA-1]

3. System security acquisition policy and procedures (P8130)
[NIST 800-53 SA-1]

4. Security awareness training policy and procedures (P8210)
[NIST 800-53 AT-1]

5. System security maintenance policy and procedures (P8220)
[NIST 800-53 CM-1] [NIST 800-53 MA-1] [NIST 800-53
SI-1]

6. Contingency planning policy and procedures (P8230) [NIST
800-53 CP-1]
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7. Incident response planning policy and procedures (P8240)
[NIST 800-53 IR-1]

8. Media protection policy and procedures (P8250) [NIST 800-
53 MP-1]

9. Physical security protection policy and procedures (P8260)
[NIST 800-53 PE-1]

10. Personnel security policy and procedures (P8270) [NIST
800-53 PS-1]

11. Acceptable use policy, including social media and networking
restrictions (P8280) [NIST 800 53 AC-1] [NIST SP 800 53
PL-4(1)]

12. Account management policy and procedures (P8310)

13. Access controls policy and procedures (P8320) [NIST 800-
53 AC-1] [HIPAA 164.310 (2)(2)(i1)]

14. System security audit policy and procedures (P8330) [NIST
800-53 AU-1]

15. Identification and authentication policy and procedures
(P8340) [NIST 800-53 IA-1]

16. System and communication protections policy and procedures
(P8350) [NIST 800-53 SC-1]

17. System privacy policy and procedures (P8410)

18. System privacy notice (S8410)

Policy maintenance and distribution: The department shall

[HIPAA 164.316 (b)(1), (b)(2)]

1. Maintain the organizational security policies and
procedures

2. Retain these documents for 6 years from the date of
its creation or the date it last was in effect, whichever
is later. However, all state departments must com-
ply with Arizona State Library, Archives and Public
Records rules and implement whichever retention
period is most rigorous, binding, or exacting

3. Make documentation available to those persons res-
ponsible for implementing the procedures to which the
documentation pertains

4. Review documentation periodically, and update as needed,
in response to environmental or operational changes
affecting the security of the confidential information
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Security risk management: To appropriately manage security risk
to organization information systems, the following activities shall
be performed for each organization information system: [HIPAA

164.308 ()(1)(@1), @@)GH)(B)]

Impact assessment: A potential impact assessment shall be per-
formed for each organization information system to deter-
mine the system categorization. An impact assessment
considers the data sensitivity and system mission criticality
to determine the potential impact that would be caused by a
loss of confidentiality, integrity, or availability of the organi-
zation information system and/or its data. Impact assessments
result in the determination of impact based on the following
definitions:
1. Limited adverse impact: The loss of confidentiality, integ-
rity, or availability could be expected to have limited
adverse effect on organizational operations, organiza-
tional assets, or individuals. For example, it may
a. Cause a degradation in mission capability, to an extent
and duration, that the organization is able to perform
its primary function, but the effectiveness of the func-
tion is noticeably reduced

b. Result in minor damage to organizational assets

c. Result in 2 minor financial loss

d. Result in minor harm to individuals
2. Serious adverse impact: The loss of confidentiality, integrity,
or availability could be expected to have a serious adverse
effect on organizational operations, organizational assets,
or individuals. For example, it may
a. Cause a significant degradation in mission capability,
to an extent and duration, that the organization is able
to perform its primary function, but the effectiveness
of the function is significantly reduced

b. Result in significant damage to organizational assets

e

Result in a significant financial loss
d. Result in significant harm to individuals that do not
involve loss of life or serious life-threatening injuries
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Note: Impact assessment on organization information systems stor-
ing, processing, or transmitting confidential data may result in a seri-
ous adverse impact.

System security categorization: The department shall categorize
organization information systems, document the security
categorization results (including supporting rationale) in the
security plan for the organization information system, and
ensure that the security categorization decision is reviewed by
the department CSO and approved by the department CIO.
All organization information systems are categorized accord-
ing to the potential impact to the state or citizens resulting
from the disclosure, modification, destruction, or nonavail-
ability of system functions or data [NIST 800-53 RA-2].
System categorization levels: 'The following system categorization
levels shall be applied to all organization information systems:
1. Standard: Loss of confidentiality, integrity, or availability
could be expected to have a limited adverse impact on the
department’s operations, organizational assets, or individ-
uals, including citizens

2. Protected: Loss of confidentiality, integrity, or availability
could be expected to have serious, severe, or catastrophic
adverse impact on organizational, assets, or individuals,
including citizens

Security risk assessment: The department shall [NIST 800-53

RA-3] [HIPAA 164.308 (a)(1)(ii)(A)]

1. Conduct an assessment of security risk, including the
likelihood and magnitude of harm, from the unauthor-
ized access, use, disclosure, modification, or destruction
of the organization information system and the informa-
tion it processes, stores, or transmits

2. Document risk assessment results in a risk assessment
report

3. Review risk assessment results annually [PCI DSS 12.1.3]

4. Disseminate risk assessment results to the department
CIO, department ISO, organization information system
owner, and other department-defined personnel or roles
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Perform the risk assessment annually or whenever there
are significant changes to the information system or envi-
ronment of operations (including the identification of new
threats and vulnerabilities), or other conditions that may
impact the security state of the system [PCI DSS 12.1.2]
(P) Third-party risk assessment: The department shall
conduct an assessment of risk, including the likeli-
hood and magnitude of harm, from the unauthorized
access, use, disclosure, modification, or destruction of

third parties authorized by the department to process,
store, or transmit confidential data [HIPAA 164.308

@)G)(A)]

Vulnerability scanning: 'The department shall [NIST 800-53
RA-5] [PCI DSS 11.2]

1.

Scan for vulnerabilities in the organization information

system and hosted applications quarterly and when new

vulnerabilities potentially affecting the system/applica-

tions are identified and reported from internal and exter-

nal interfaces

Employ vulnerability scanning tools and techniques that

facilitate interoperability among tools and automate parts of

the vulnerability management process by using standards for

a. Enumerating platforms, software flaws, and improper
configurations

b. Formatting checklists and test procedures

c. Measuring vulnerability impact

Analyze vulnerability scan reports and results from secu-

rity control assessments

Remediate legitimate vulnerabilities within 30 days in

accordance with an organization assessment of risk

Share information obtained from the vulnerability scan-

ning process and security control assessments with depart-

ment-defined personnel or roles to help eliminate similar

vulnerabilities in other organization information systems

(i-e., systemic weaknesses or deficiencies)

(P) Establish a process to identify and assign risk ranking to

newly discovered security vulnerabilities [PCI DSS 11.2]
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(P) Update tool capability: 'The department shall employ
vulnerability scanning tools that include the capability
to readily update the organization information system
vulnerabilities to be scanned [NIST 800-53 RA-5(1)]
[IRS Pub 1075]

(P) Update prior to new scans: The department shall update
the organization information system vulnerabilities
scanned prior to new scans [NIST 800-53 RA-5(2)]
[IRS Pub 1075]

(P) Provide privileged access: 'The organization informa-
tion system implements privileged access authoriza-
tion to department-defined components containing
highly confidential data (e.g., databases) [NIST 800-
53 RA-5(5)] [IRS Pub 1075]

(P) Qualify scanning vendors: The department shall employ
an impartial and qualified scanning vendor to conduct
quarterly external vulnerability scanning. The asses-
sors or assessment team is free from any perceived or
real conflict of interest with regard to the develop-
ment, operation, or management of the department
information systems under assessment and is qualified
in the use and interpretation of vulnerability scanning

software and techniques [PCI DSS 11.2.2]

Information security program management: The department shall imple-
ment the following controls in the management of the information
security program:

Senior information security officer: 'The department shall appoint
a senior information security officer with the mission and
resources to coordinate, develop, implement, and maintain a
department-wide information security program [NIST 800-
53 PM-2] [EO 2008-10].

Information security resources: The department shall include the
resources needed to implement the information security pro-
gram and document all exceptions to this requirement. This
includes employing a business case to record the resources
required, and ensuring that information security resources are
available for expenditure as planned.
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Plan of action and milestones process: 'The department shall [NIST

800-53 PM-4]

1. Implement a process for ensuring that plans of action and
milestones for the security program and associated orga-
nization information systems are
a. Developed and maintained
b. Reported in accordance with reporting requirements
c. Documented with the remedial information security

actions to adequately respond to risk to organizational
operations, assets, individuals, other organizations,
and the state

2. Review plans of action and milestones for consistency
with the organizational risk management strategy and
department-wide priorities for risk response actions

Information systems inventory: 'The department shall develop and
maintain an inventory of its information systems, including a
classification of all system components (e.g., standard or pro-
tected) [NIST 800-53 PM-5].
Information security measures of performance: The department
shall develop, monitor, and report on the results of informa-
tion security measures of performance [NIST 800-53 PM-6].
EA: 'The department shall develop the enterprise architecture
with consideration for information security and resulting risk
to organizational operations, organizational assets, individu-
als, other organizations, and the organization [NIST 800-53
PM-7].
Critical infrastructure plan: 1f applicable, the department shall
address information security issues in the development, docu-
mentation, and updating of a critical infrastructure and key
resources protection plan [NIST 800-53 PM-8].
Risk management strategy: The department shall
1. Develop a comprehensive strategy to manage risk to orga-
nizational operations and assets, individuals, other organi-
zations, and the organization associated with the operation
and use of organization information systems

2. Implement this strategy consistently across the organiza-

tion [NIST 800-53 PM-9]
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Security authorization process: The department shall [NIST 800-53

PM-10]

1. Manage the security state of organizational information
systems and the environments in which those systems
operate through security authorization processes

2. Designate individuals to fulfill specific roles and responsi-
bilities within the organizational risk management process

3. Fully integrate the security authorization processes into a
department-wide risk management program

Mission/Business process definition: The department shall [NIST

800-53 PM-11]

1. Define mission/business processes with consideration for
information security and the resulting risk to organiza-
tional operations, organizational assets, individuals, other
organizations, and the organization

2. Determine information protection needs arising from the
defined mission/business processes and revises the process
as necessary, until achievable protection needs are obtained

Insider threat program: The department shall implement an
insider threat program that includes a cross-discipline insider
threat incident handling team [NIST 800-53 PM-12].

Information security workforce: 'The department shall establish an
information security workforce development and improve-
ment program [NIST 800-53 PM-13].

Testing, training, and monitoring: The department shall [NIST
800-53 PM-14]

1. Implement a process for ensuring that organizational
plans for conducting security testing, training, and moni-
toring activities associated with organizational informa-
tion systems are developed and maintained; and continue
to be executed in a timely manner.

2. Review testing, training, and monitoring plans for consis-
tency with the organizational risk management strategy
and department-wide priorities for risk response actions.

Contacts with security groups and associations: The department
shall establish and institutionalize contact with selected
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groups and associations within the security community to

[NIST 800-53 PM-15]

1. Facilitate ongoing security education and training for
department personnel

2. Maintain currency with recommended security practices,
techniques, and technologies

3. Share current security-related information, including
threats, vulnerabilities, and incidents

Security assessments and authorizations: 'The department shall imple-
ment the following controls in the assessment and authorization of
organization information systems:

Security assessments: 'The department shall [NIST 800-53 CA-2]

[HIPAA 164.308 (a)(8)]

1. Develop a security assessment plan that describes the scope
of the assessment, including security controls under assess-
ment, assessment procedures to be used to determine secu-
rity control effectiveness, and assessment environment,
assessment team, and assessment roles and responsibilities

2. Assess the security controls in the information system and
its environment of operation periodically to determine the
extent to which the controls are implemented correctly,
operating as intended, and producing the desired outcome
with respect to meeting established security requirements

3. Produce a security assessment report that documents the
results of the assessment

4. Provide the results of the security control assessment to the
department CIO, department CSO, and the state CSO
(P) Independent assessors: The department shall employ

impartial assessors or assessment teams to conduct secu-
rity control assessments. The assessors or assessment
team is free from any perceived or real conflict of inter-
est with regard to the development, operation, or man-
agement of the department information systems under

assessment [NIST 800-53 CA-2(1)] [IRS Pub 1075]

(P) Third-party security assessment: The department shall conduct
a security assessment with third parties authorized by the
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department that process, store, or transmit confidential data
[HIPAA 164.308 (a)(8)].

(P) Wireless access point (AP) testing: The department shall test for
the presence of wireless access points and detect unauthorized
wireless access points on a quarterly basis [PCI DSS 11.1].

System interconnections: The department shall [NIST 800-53 CA-3]

1. Authorize connections from the organization information
system to other information systems through the use of
interconnection security agreements

2. Document, for each interconnection, the interface char-
acteristics, security requirements, and the nature of the
information communicated

3. Review and update interconnections security agreements
annually

(P) Restrictions on external system connections: The depart-
ment shall employ a “deny-all, permit-by-exception”
policy for allowing protected organization information
systems to connect to external information systems
[NIST 800-53 CA-3(5)] [IRS Pub 1075]

(P) Third-party authorization: The department shall per-
mit a third party, authorized by the department to
process, store, or transmit confidential data, to create,
receive, maintain, or transmit confidential informa-
tion on the department’s behalf only if covered entity
obtains satisfactory assurances that the third party will
appropriately safeguard the information. The depart-
ment documents the satisfactory assurance through a
written contract or other arrangement with the third

party [HIPAA 164.308 (b)(1) and (b)(2)]

Plan of action and milestones: 'The department shall [NIST 800-

53 CA-5]

1. Develop a plan of action and milestones for the organization
information system to document the organization’s planned
remedial actions to correct weaknesses or deficiencies noted
during the assessment of the security controls and to reduce
or eliminate known vulnerabilities in the system
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Update existing plan of action and milestones annually
based on the findings from security controls assessments,
security impact analyses, and continuous monitoring
activities

Security authorization: The department shall [NIST 800-53

CA-6]

1. Assign a senior-level executive or manager as the autho-
rizing official for the information system

2. Ensure the authorizing official authorizes the organiza-
tion information system for processing before commenc-
ing operations

3. Update the security authorization every 3 years

Continuous monitoring: The department shall develop a continu-

ous monitoring strategy and implement a continuous moni-
toring program that includes [NIST 800-53 CA-7] [HIPAA
164.308 (2)(1)()(D)]

1.
2.

Establishment of security metrics to be monitored
Establishment of frequencies for monitoring and frequen-
cies for assessments supporting such monitoring
Ongoing security control assessments in accordance with
the department continuous monitoring strategy

Ongoing security status monitoring of the department-
defined metrics in accordance with the department con-
tinuous monitoring strategy

Correlation and analysis of security-related information
generated by assessments and monitoring

Response actions to address results of the analysis of secu-
rity-related information

Reporting the security status of the department and the
information system to the state chief information security

officer (CISO) quarterly

(P) Penetration testing: The department shall conduct penetra-

tion testing annually on protected organization information

systems from internal and external interfaces. These penetra-

tion tests must include network-layer penetration tests and
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application-layer penetration tests [NIST 800-53 CA-8]
[PCI DSS 11.3].

(P) Independent penetration agent or team: The department shall
employ an impartial penetration agent or penetration team
to perform penetration testing. The assessors or assessment
team is free from any perceived or real conflict of interest with
regard to the development, operation, or management of the
department information systems under assessment [NIST
800-53 CA-8].

Internal system connections: 'The department shall authorize inter-
nal connections of other organization information systems or
classes of components (e.g., digital printers, laptop computers,
and mobile devices) to the organization information system
and, for each internal connection, shall document the inter-
face characteristics, security requirements, and the nature of
the information communicated [NIST 800-53 CA-9] [IRS
Pub 1075].

A.1.3 Policy Example: 8130 System Security Acquisition

Purpose: 'The purpose of this policy is to establish adequate con-
trols for the acquisition and deployment of department information
systems.

Scope: The policy shall apply to all organization information systems:

* (P)—Policy statements preceded by “(P)” are required for
department information systems categorized as protected.

A.1.3.1 Policy Statements Allocation of resources: The department shall
[NIST 800 53 SA-02]

1. Determine information security requirements for the orga-
nization information system or information system service in
mission/business process planning

2. Determine, document, and allocate the resources required to
protect the organization information system or information
system service as part of its capital planning and investment
control process
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3. Establish a discrete line item for information security in
organizational programming and budgeting documentation

Technology life cycle: The department shall [NIST 800 53 SA-03]

1. Manage the organization information system using a depart-
ment-defined technology life cycle that incorporates informa-
tion security considerations [PCI DSS 6.3]

2. Define and document information security roles and respon-
sibilities throughout the technology life cycle

3. Identify individuals having information security roles and
responsibilities

4. Integrate the organizational information security risk man-
agement process into technology life cycle activities

Software development process: The department shall require devel-
opers of organization information systems or system com-
ponents to implement the following software development
processes [PCI DSS 6.3]:

1. Remove nonproduction application accounts, user IDs,
and passwords before applications become active or are
released to customers

2. Review custom code prior to release to production or cus-
tomers in order to identify any potential coding vulnerability

(P) Change control procedures: The department shall require
developers of organization information systems, or system
components to follow change control processes and proce-
dures for all changes to system components. The process must
ensure [PCI DSS 6.4]

1. Separate development/test and production environments

2. Separation of duties between development/test and prod-
uct environments

3. Production data are not used for testing or development

4. Removal of test data and accounts before production sys-
tems become active

(P) Secure coding guidelines: 'The department shall require devel-
opers of organization information systems, or system com-
ponents, to develop applications based on secure coding
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guidelines to prevent common coding vulnerabilities in soft-
ware development processes, to include the following [PCI
DSS 6.5]:

1. Injection flaws, particularly structured query language
(SQL) injection (also consider operating system (OS)
command injection, lightweight directory access protocol
(LDAP) and XPath injection flaws, as well as other injec-
tion flaws)

Buffer overflow

Insecure cryptographic storage

Insecure communications

Improper error handling

All “high” vulnerabilities identified in the vulnerability
identification process

7. For web applications and web application interfaces:

AN e

a. Cross-site scripting (XSS)

b. Improper access control (such as direct object refer-
ences, failure to restrict uniform resource locator (URL)
access, and directory traversal)

c. Cross-site request forgery

Acquisition process. ‘'The department shall include the following
requirements, descriptions, and criteria, explicitly or by reference, in the
acquisition contract for the information system, system component, or
information system service in accordance with applicable federal and state
laws, executive orders, directives, policies, regulations, standards, guide-
lines, and organizational mission/business needs [NIST 800 53 SA-04]:

. Security functional requirements

. Security strength requirements

. Security assurance requirements

. Security-related documentation requirements

. Requirements for protecting security-related documentation

Nl AW R

. Description of the information system development environ-
ment and environment in which the system is intended to
operate

7. Acceptance criteria

(P) Functional properties of security controls: The department shall

require the developer of the organization information system,
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system component, or information system service to provide a
description of the functional properties of the security controls
to be employed [NIST 800 53 SA-04(1)] [IRS Pub 1075].
(P) Design/implementation information for security controls: The
department shall require the developer of the organization
information system, system component, or organization
information system service to provide design and implemen-
tation information for the security controls to be employed
that includes [NIST 800 53 SA-04(2)] [IRS Pub 1075].
1. Security-relevant external system interfaces

2. High-level design

(P) Services in use: 'The department shall require the developer
of the organization information system component, or orga-
nization information system service, to identify early in the
system development life cycle, the functions, ports, protocols,
and services intended for organizational use [NIST 800 53

SA-04(9)] [IRS Pub 1075].

State information system documentation: The department shall [NIST
800 53 SA-05]

a. Obtain administrator documentation for the organization
information system, system component, or organization
information system service that describes
1. Secure configuration, installation, and operation of the
system, component, or service

2. Effective use and maintenance of security functions/
mechanisms

3. Known vulnerabilities regarding configuration and use of
administrative (i.e., privileged) functions
b. Obtain user documentation for the organization information
system, system component, or organization information sys-
tem service that describes
1. User-accessible security functions/mechanisms and how
to effectively use those security functions/mechanisms

2. Methods for user interaction, which enables individuals
to use the system, component, or service in a more secure
manner
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3. User responsibilities in maintaining the security of the
system, component, or service

4. Protect documentation as required, in accordance with
the risk management strategy

5. Ensure documentation is available to department-defined
personnel or roles

(P) Security engineering principles: The department shall apply
information system security engineering principles in the specifica-
tion, design, development, implementation, and modification of the
organization information system [NIST 800 53 SA-08] [IRS Pub
1075].

External information system services: 'The department shall [NIST
800 53 SA-09]

1. Require that providers of external organization information
system services comply with organizational information secu-
rity requirements and employ security controls in accordance
with applicable federal and state laws, executive orders, direc-
tives, policies, regulations, standards, and guidance

2. Define and document government oversight and user roles
and responsibilities with regard to external information sys-
tem services

3. Employ service-level agreements (SLAs) to monitor security
control compliance by external service providers on an ongo-
ing basis [HIPAA 164.308(b)(1), 164.314(2)(2)(1)]
Identification of services: The department shall require provid-

ers of external organization information system services
to identify the functions, ports, protocols, and other ser-
vices required for the use of such services [NIST 800 53
SA-09(2)] [IRS Pub 1075]

(P) Develop configuration management: The department shall require
the developer of the organization information system, system compo-
nent, or organization information system service to [NIST 800 53

SA-10] [IRS Pub 1075]

1. Perform configuration management during system, compo-
nent, or service (development, implementation, and operation)
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2. Document, manage, and control the integrity of changes to
configuration items under configuration management

3. Implement only department-approved changes to the organi-
zation information systems

4. Document approved changes to the system, component, or
service and the potential security impacts of such changes

5. Track security flaws and flaw resolution within the system,
component, or service

(P) Develop security testing and evaluation: 'The department shall
require the developer of the organization information system, system
component, or organization information system service to [NIST 800

53 SA-11] [IRS Pub 1075]

1. Create and implement a security assessment plan that pro-
vides for security testing and evaluation, at the depth of secu-
rity-related functional properties, including
a. Security-related externally visible interfaces
b. High-level design
c. At the rigor of demonstrating

2. Perform integration and regression testing for components
and services and unit, integration, and system testing for
systems

3. Produce evidence of the execution of the security assessment
plan and the results of the security testing/evaluation

4. Implement a verifiable flaw remediation process

5. Correct flaws identified during security testing/evaluation
(P) Public web application protections: 'The department shall

require the provider of organization information system
service for public-facing web applications to address new
threats and vulnerabilities on an ongoing basis and to
ensure that these applications are protected against known
attacks by either of the following methods [PCI DSS 6.6]:
1. Reviewing public-facing web applications using man-
ual or automated application vulnerability security
assessment tools or methods, at least annually and
after any changes, or
2. Installing a web application firewall in front of public-
facing web applications



APPENDIX A 133

(P) Threat and wulnerability analyses: The department shall
require the developer of the organization information sys-
tem, system component, or organization information system
service to perform threat and vulnerabilities analyses and
subsequent testing/evaluation of the as-built system, com-
ponent, or service [NIST 800 53 SA-11(2)] [IRS Pub 1075]

(P) Independent verification of assessment plans/evidence: The
department shall require an independent agent to ver-
ify the correct implementation of the developer security
assessment plan and the evidence produced during secu-
rity testing/evaluation [NIST 800 53 SA-11(3)] [IRS Pub
1075]

(P) Penetration testing/analysis: The department shall require
the developer of the organization information system,
system component, or organization information system
service to perform penetration testing to include black
box testing by skilled security professionals simulat-
ing adversary actions and with automated code reviews
[NIST 800 53 SA-11(5)] [IRS Pub 1075] [PCI DSS
6.3.2]

A.2 Information Security Operational Policy Examples

Based on the Arizona Policy and Standards project, eight policies
were created to address the operations of the information security
program. Operational policies cover the day-to-day operations of the
information security program such as training, incident response, and
physical and personnel controls.

A.2.1 Policy Example: 8210 Security Awareness Training and Education

Purpose: 'The purpose of this policy is to ensure all organization
employees and contractors are appropriately trained and educated on
how to fulfill their information security responsibilities.

Scope: 'This policy shall apply to all organization information
systems:

* (P)—Policy statements preceded by “(P)” are required for
organization information systems categorized as protected
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* (P-FTI)—Policy statements preceded by “(P-FTI)” are
required for organization information systems with federal
taxpayer information

A.2.1.1 Policy Statements  Security awareness program development: 'The
department ISO or assigned delegate shall define, document, and
develop a security awareness training and education program for the
department. The security training awareness and education program
shall include the following elements:

(P) Identify sensitive positions: Identification of positions, systems,
and applications with significant information security respon-
sibilities and identification of specialized training required to
ensure personnel assigned to these positions or having access
to these systems and/or applications are appropriately trained
[HIPAA 164.308(2)(5)(1)]

1. Role-based security training—Security training with
appropriate content based on specific information secu-
rity-related assigned roles and responsibilities [NIST 800
53 AT-3 supplemental guidance]

Workforce training: The department shall provide training to each
member of the workforce.

(P-FTT) FTI training: Security training granted access to social
security administration (SSA)-provided information shall
include all of the topics listed in “specialized security train-
ing” below.

Security topics: Coverage of information security topics and tech-
niques sufficient to ensure trained personnel comply with infor-
mation security policies, standards, and procedures (PSPs).

(P) Periodic security reminders: Communication with employees
and contractors providing updates to relevant information

security topics or PSPs [HIPA A 164.308(a)(5)(ii)(A)].

Security awareness program operations: The department ISO or
assigned delegate shall operate the security awareness training and
education program for the department. The operations of the security
training awareness and education program shall implement the fol-
lowing objectives:
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Basic security awareness training: All employees and contractors
shall complete security awareness training prior to being granted
access to organization information systems, when required by
information system changes [NIST 800-53 AT-2 b], and at
least annually thereafter [PCI 12.6.1, NIST 800-53 AT-2 a, c].

(P) Basic privacy training: All employees and contractors shall
complete privacy awareness training on the policies and proce-
dures with respect to personally identifiable information (PII)
prior to being granted access to such data and upon a material
change in the policies and procedures [HIPAA 164.530(b)].

Specialized security awareness training: All employees and contrac-
tors shall receive relevant specialized training within 60 days
of being granted access to organization information systems.
1. (P-FTI) The department shall establish and/or main-

tain an ongoing function that is responsible for providing

security awareness training for employees granted access

to SSA-provided information. Training shall include dis-

cussion of

a. The sensitivity of SSA-provided information and
address the Privacy Act and other federal and state
laws governing its use and misuse

b. Rules of behavior concerning use of and security in
systems processing SSA-provided data

c. Restrictions on viewing and/or copying SSA-provided
information

d. The employee’s responsibility for proper use and pro-
tection of SSA-provided information, including its
proper disposal

o

Security incident reporting procedures
f. The possible sanctions and penalties for misuse of
SSA-provided information
g. Basic understanding of procedures to protect the net-
work from malware attacks
h. Spoofing, phishing, and pharming scam prevention
2. (P-FTI) The department shall provide security awareness
training annually or as needed and have in place administra-
tive procedures for sanctioning employees up to and includ-
ing termination of those who violate laws governing the use
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and misuse of SSA-provided data through unauthorized or

unlawful use or disclosure of SSA-provided information.

a. Each user is required to sign an electronic version of
the affirmation statement (terms and conditions for
use) after reviewing the training. The agreement is
captured and stored by the training coordinator.

b. 'The user affirmation statement includes reference to
state and federal law and sanctions that include dis-
missal and/or prosecution.

Security responsibilities: All employees and contractors shall
be trained and educated in their information security
responsibilities.

Acceptable use rules: All employees and contractors shall under-
stand the acceptable use requirements of the organization
information system, available technical assistance, and tech-
nical security products and techniques.

Training material: Information security awareness training and
education material shall be developed, available for timely
delivery, and generally available to all organization employees
and contractors.

Training delivery: Security awareness training and educational
material shall be delivered in an effective manner.

Security awareness program management and maintenance: The depart-
ment ISO or assigned delegate shall manage and maintain the security
awareness training and education program for the department. The
security training awareness and education program management and
maintenance activities shall include the following elements:

Tracking: Shall have effective tracking of security awareness
training and education compliance for all employees and
contractors with access to organization information systems,
which includes periodic refresher training and education
[NIST 800 53 AT-4].

1. Training records—Training records shall be retained
for 3 years [NIST 800 53 AT-4 supplemental guid-
ance]. However, all state departments must comply with
Arizona State Library, Archives and Public Records rules
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and implement whichever retention period is most rigor-
ous, binding, or exacting.

Acknowledgment: All employees or contractors who complete
security awareness training and education programs shall
acknowledge and accept that they have read and understood
the organization information system requirements around
information security policy and procedures [PCI 12.6.2].

Program updates: 'The security awareness training and education
program shall be periodically reviewed and updated to reflect
changes to information security threats, techniques, require-
ments, responsibilities, and changes to the rules of the system.

Security groups and associations: The department ISO or assigned
delegate shall stay informed in the security community by
establishing contact with selected groups and associations
within the security community to facilitate training, and
maintain currency with recommended practices and tech-
niques [NIST 800 53 AT-5].

Feedback: 'The department ISO shall ensure an appropriate
mechanism exists for feedback to the quality and content of
the security awareness training and education program.

1. Attendee review of security awareness training: All employ-
ees or contractors who complete security awareness train-
ing and educational programs shall have an effective way
to provide feedback. Contact information shall be made
available to provide feedback at any time.

2. Lessons learned: Lessons learned from incident response
and investigations shall drive improvements to the security
awareness training and education program where relevant.

A.2.2 Policy Example: 8220 System Security Maintenance

Purpose: The purpose of this policy is to establish the baseline controls
for management and maintenance of organization information system
controls.

Scope: This policy shall apply to all organization information systems:

* (P)—Policy statements preceded by “(P)” are required for
organization information systems categorized as protected.
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A.2.2.1 Policy Statements
A.2.2.1.1 System Configuration Management
Configuration management plan: The department shall develop,

document, and implement a configuration management plan

for organization information systems that will

1.

2.

Address the roles, responsibilities, and configuration
management processes and procedures

Establish a process for identifying configuration items
throughout the software development life cycle and for
managing the configuration of the configuration items
Define the configuration items for the organization infor-
mation system and place the configuration items under
configuration management

Protect the configuration management plan from unau-
thorized disclosure and modification [NIST 800 53
CM-9]

Baseline configuration: The department shall develop, document,

and maintain a current baseline configuration of each organi-
zation information system [NIST 800 53 CM-2].
(P) Baseline configuration reviews and updates: 'The department

shall review and update the baseline configurations for infor-
mation systems, at least annually, upon significant changes
to system functions or architecture, and as an integral part
of system installations and upgrades [NIST 800-53 CM-2
(D] [IRS Pub 1075].

(P) Baseline configuration retention: The department shall

retain at least one previous version of baseline configura-
tions to support rollback [NIST 800 53 CM-2 (3)] [IRS
Pub 1075]. However, all state departments must comply
with Arizona State Library, Archives and Public Records
rules and implement whichever retention period is most
rigorous, binding, or exacting.

(P) Baseline configuration for high-risk areas: The department

shall establish separate baseline configurations for identified

high-risk areas [NIST 800-53 CM-2 (7)] [IRS Pub 1075].

(P) Change control board: 'The department shall [NIST 800 53
CM-3] [IRS Pub 1075].
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1. Determine the types of changes to the organization infor-
mation system that are configuration controlled

2. Review proposed configuration-controlled changes to the
organization information system and approves or disap-
proves such changes with explicit consideration for secu-
rity impact analysis

3. Document configuration change decisions associated with
the organization information system

4. Implement approved configuration-controlled changes to
the information system

5. Retain activities associated with configuration-controlled
changes to the organization information system in com-
pliance with Arizona State Library, Archives and Public
Records rules and implement whichever retention period
is most rigorous, binding, or exacting

6. Coordinate and provide oversight for configuration con-
trol activities through an established configuration control
board that convenes at least monthly to review the activi-
ties associated with configuration-controlled changes to
organization information systems

Change approval: The department shall review and approve/disap-
prove proposed configuration-controlled changes to the orga-
nization information systems. Security impact analysis shall be
included as an element of the decision [NIST 800 53 CM-4].
(P) Test, validate, and document changes: Approved changes

shall only be implemented on an operational system after
the change control board ensures that the change has been
tested, validated, and documented [NIST 800 53 CM-4
(3)] [IRS Pub 1075].

(P) Change restriction enforcement: The department shall ensure
that adequate physical and/or logical controls are in place
to enforce restrictions associated with changes to organiza-
tion information systems. The department shall permit only
qualified and authorized individuals to access organization
information systems for the purpose of initiating changes,
including upgrades and modifications [NIST 800 53 CM-5]
[IRS Pub 1075].
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Configuration settings: The department shall [NIST 800 53 CM-6]

1. Establish and document configuration settings for infor-
mation technology (IT) products employed within the
organization information system using statewide, depart-
ment-wide, or organization information specific security
configuration checklists that reflect the most restrictive
mode consistent with operational requirements

2. Implement the configuration settings

3. Identify documents, and approve any deviations from
established configuration settings for all information sys-
tem components for which security checklists have been
developed and approved

4. Monitor and control changes to the configuration settings
in accordance with organizational policies and procedures

Department information system component inventory: The depart-
ment shall develop and document an inventory of organiza-
tion information system components that accurately reflects
the current organization information system, is consistent
with the defined boundaries of the organization information
system, is at the level of granularity deemed necessary for
tracking and reporting hardware and software, and includes
hardware inventory specifications (e.g., manufacturer, device
type, model, serial number, and physical location), software
license information, software version numbers, component
owners, and for networked components: machine names and
network addresses [NIST 800 53 CM-8].

Inventory reviews and updates: 'The department shall review
and update the information system component inventory
annually and as an integral part of component installa-
tions, removals, and information system updates [NIST
800 52 CM-8 (1)].

(P) Inventory automated detection: The department shall employ
automated mechanisms to detect, quarterly, the presence
of unauthorized hardware, software, and firmware com-
ponents within the organization information system and
take actions to disable network access, isolate the compo-
nent, or notify the appropriate department personnel of
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the unauthorized component [NIST 800 53 CM-8 (3)]
[IRS Pub 1075].

Software usage restrictions: 'The department shall use software
and associated documentation in accordance with contract
agreements and copyright laws; track the use of software and
associated documentation protected by quantity licenses to
control copying and distribution; and control and document
the use of peer-to-peer file sharing technology to ensure that
this capability is not used for the unauthorized distribution,
display, performance, or reproduction of copyrighted work

[NIST 800 53 CM-10].

Department information system maintenance: In addition to the change
management requirements of Section 6.1, the following requirements
apply to the maintenance of organization information systems:

Controlled maintenance: The department shall [NIST 800 53 MA-2]
1. Schedule, perform, document, and review records of
maintenance and repairs on organization information
system components in accordance with manufacturer or
vendor specifications and department requirements.

2. Approve and monitor all maintenance activities whether
performed onsite or remotely and whether the equipment
is serviced onsite or removed to another location.

3. Explicitly approve the removal of the organization infor-
mation system or system components from the depart-
ment facilities for offsite maintenance or repair.

4. Ensure equipment removed from the department facili-
ties is properly sanitized prior to removal (refer to Media
Protection Policy P8250 for appropriate sanitization
requirements and methods).

5. Check all potentially impacted security controls to verify
that the controls are still functioning properly following
maintenance or repair actions. These checks are docu-
mented in department maintenance records.

(P) Maintenance tools: 'The department shall approve, control,
and monitor organization information system maintenance

tools [NIST 800 53 MA-3] [IRS Pub 1075].
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(P) Tovol inspection: Maintenance tools and/or diagnostic and

test programs carried into a department facility by main-
tenance personnel shall be inspected for improper or unau-
thorized modifications, including malicious code prior to
the media being used in the organization information sys-

tem [NIST 800 53 MA-3(1)(2)] [IRS Pub 1075].

Remote maintenance: The department shall [NIST 800 53 M A-4]

1.

2.

Approve and monitor remote maintenance and diagnostic
activities

Allow the use of remote maintenance and ensure diagnostic
tools are consistent with department policy and documented
in the security plan for the organization information system
Employ two-factor authentication for the establishment of
remote maintenance and diagnostic sessions

Maintain records for all remote maintenance and diag-
nostic activities in compliance with Arizona State Library,
Archives and Public Records rules and implement which-
ever retention period is most rigorous, binding, or exacting
Terminate network sessions and connections upon the
completion of remote maintenance and diagnostic activities

(P) Remote maintenance policies and procedures: 'The depart-

ment shall document in the security plan for the orga-
nization information system the policies and procedures
for the installation and use of remote maintenance and
diagnostics are documented connections (see Information
Security Program Policy P8120) [NIST 800 53 M A-4(2)]
[IRS Pub 1075]

Maintenance personnel: The department shall [NIST 800 53
MA-5]

1.

Establish a process for maintenance personnel authoriza-
tion and maintain a list of authorized maintenance orga-
nizations or personnel

Ensure nonescorted personnel performing maintenance
on organization information systems have required access
authorizations

Designate organizational personnel with required access
authorizations and technical competence to supervise the
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maintenance activities of personnel who do not possess
the required access authorizations

System and information integrity [HIPAA 164.132(c),(1)]
Flaw remediation: The department shall [NIST 800 53 SI-2]

1. Identity, report, and correct information system flaws

2. TTest software and firmware updates related to flaw reme-
diation are tested for effectiveness and potential side
effects prior to installation

3. Install security-relevant software and firmware updates
and patches within 30 days of release from the vendor

4. Incorporate flaw remediation into the organizational con-
figuration management process

(P) Automated flaw remediation system: The department shall
employ an automated mechanism monthly to determine the
state of the information system components with regard to
flaw remediation [NIST 800 53 SI-2(2)] [IRS Pub 1075].

Malicious code protection: The department shall [NIST 800 53 SI-3]
[HIPA A 164.308(a)(5)(ii)(B)—Addressable] [PCI DSS 5.1]

1. Employ centrally managed malicious code protection
mechanisms at organization information system entry and
exit points and all systems commonly affected by malicious
software particularly personal computers and servers to
detect and eradicate malicious code [NIST 800 53 SI-3(2)]

2. Update malicious code protection mechanisms automati-
cally whenever new releases are available in accordance
with the department’s configuration management policy
and procedures [NIST 800 53 SI-3(1)]

3. Address the receipt of false positives during malicious code
detection and eradication and resulting potential impact
on the availability of the organization information system

4. Configure malicious code protection mechanisms to
a. Perform periodic scan of the organization informa-

tion system weekly and real-time scans of files from
external sources at the endpoint, and network entry
and exit points as the files are downloaded, opened, or
executed
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b. Block and quarantine malicious code and/or send an
alert to a system administrator in response to mali-
cious code detection

c. Generate audit logs [PCI DSS 5.3]

Information system monitoring: The department shall [NIST 800
53 SI-4a] [HIPA A 164.308(2)(1)(iii)(D)] [PCI DSS 11.4]

1.

Monitor the organization information systems to detect
attacks and indicators of potential attacks and unauthor-
ized local, network, and remote connections
Identify unauthorized use of the organization information
system through department-defined intrusion-monitoring
tools
Deploy monitoring devices strategically within the orga-
nization information system, including at the perimeter
and critical points inside the environment, to collect
essential security-relevant data and to track specific
types of transactions of interest to the department [PCI
DSS 11.4]
Protect information obtained from intrusion-monitoring
tools from unauthorized access, modification, and deletion
Heighten the level of monitoring activity within the
intrusion-monitoring information systems whenever there
is an indication of increased risk to organizational opera-
tions and assets, individuals, other organizations, or the
organization based on confidential information
Receive alerts from malicious code protection mechanisms
Receive alerts from intrusion detection or prevention
systems
Receive alerts from boundary protection mechanisms
such as firewalls, gateways, and routers
Obtain legal opinion with regard to information system
monitoring activities in accordance with applicable fed-
eral and state laws, executive orders, directives, policies,
or regulations
Updates: All intrusion detection systems and/or preven-
tion engines, baselines, and signatures shall be kept

up-to-date [PCI DSS 11.4].
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(P) Automated tools: 'The department shall employ auto-
mated tools to support near real-time analysis of events
[NIST 800-53 SI-4(2)] [IRS Pub 1075].

(P) Inbound and outbound traffic: The department shall
monitor inbound and outbound communications traf-
fic for unusual or unauthorized activities or conditions
[NIST 800 53 SI-4(4)] [IRS Pub 1075].

(P) System-generated alerts: 'The department shall imple-
ment the information monitoring system to alert sys-
tem administrators when the following indications of
compromise or potential compromise occur [NIST

800 53 SI-4(5)] [IRS Pub 1075] [PCI DSS 11.4]:

Security alerts, advisories, and directives: 'The department shall
implement a security alert, advisory, and directive program to
[NIST 800 53 SI-5]

1. Receive information security alerts, advisories, and direc-
tives from and additional services as determined necessary
by the department ISO on an ongoing basis

2. Generate internal security alerts, advisories, and direc-
tives as deemed necessary

3. Disseminate security alerts, advisories, and directives to
appropriate employees and contractors, other organiza-
tions, business partners, supply chain partners, external
service providers, and other supporting organizations as
deemed necessary

4. Implement security directives in accordance with estab-
lished time frames or notify the issuing organization of
the degree of noncompliance

(P) Integrity werification tools: The department shall employ
integrity verification tools to detect unauthorized changes to
critical system files, configuration files, or content files [NIST
800 53 SI-7] [IRS Pub 1075] [HIPAA 164.312(c)(1)] [PCI
DSS 11.5].

(P) Integrity checks: The department shall ensure organization
information systems will perform integrity checks at least
weekly and at start up, the identification of a new threat
to which organization information systems are susceptible,
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and the installation of new hardware, software, or firmware
[NIST 800-53 SI-7(1)] [IRS Pub 1075] [PCI DSS 11.5].
(P) Incident response integration: The department shall incor-
porate the detection of unauthorized changes to critical
system files into the department incident response capa-

bility [NIST 800-53 SI-7(7)] [IRS Pub 1075].

Spam protection: The department shall employ spam protec-
tion mechanisms at organization information system entry
and exit points to detect and take action on unsolicited mes-
sages and updates spam protection mechanisms automatically
updated when new releases are available [NIST 800-53 SI-8,
8(2)] [IRS Pub 1075].

1. Central management: Spam protection mechanisms are cen-

trally managed [NIST 800-53 SI-8(1)] [IRS Pub 1075].

(P) Information input validation: The department shall ensure
organization information systems check the validity of infor-
mation system inputs from untrusted sources such as user
input [NIST 800-53 SI-10] [IRS Pub 1075].

Error handling: 'The department shall ensure the organization
information system generates error messages that provide
information necessary for corrective actions without revealing
information that could be exploited by adversaries and reveals
error messages only to system administrator roles [NIST
800-53 SI-11] [IRS Pub 1075].

Output handling and retention: 'The department shall handle and
retain information within the organization information system
and information output from the system in accordance with
applicable federal and state laws, executive orders, directives,
policies, regulations, standards, and operational requirements
[NIST 800-53 SI-12] [Arizona Revised Statutes (ARS) 44-7041]
[Arizona State Library Retention Schedules for I'T' Records].

A.2.3 Policy Example: 8230 Contingency Planning

Purpose: 'The purpose of this policy is to minimize the risk of system
and service unavailability due to a variety of disruptions by providing
effective and efficient solutions to enhance system availability.
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Scope: 'This policy shall apply to all organization information
systems:

(P)—Policy statements preceded by “(P)” are required for
organization information systems categorized as protected.

A.2.3.1 Policy Statements Develop contingency plan. The department
shall develop a contingency plan that [NIST 800-53 CP-2] (HIPAA)

164.308(2)(7)(1), 164.308(a)(7)(ii)(b), 164.308(a)(7)(ii)(c), 164.310(a)

2)@)]

1.

Identifies essential mission and business functions and the
associated contingency requirements consistent with estab-

lishing an essential records list published by Arizona State
Library, Archives and Public Records

. Provides recovery objectives, restoration priorities, and

metrics

. Addresses contingency roles, responsibilities, assigned indi-

viduals with contact information

. Addresses maintaining essential missions and business func-

tions despite an information system disruption, compromise,
or failure

. Addresses eventual, full information systems restoration

without deterioration of the security safeguards originally
planned and implemented

. (P) Addresses resumption of essential missions and business

tunctions within a time frame specified by the department
CIO and based on mission needs, applicable regulations,
Arizona State Library, Archives and Public Records
requirements, and applicable contracts and agreements with

external departments or other organizations [NIST 800-53
CP-2(3)]

7. (P) Identifies critical information system assets supporting

8.

organizational missions and business functions [NIST 800-
53 CP-2(8)][HIPA A 164.308(2)(7)(i1)(E)]

(P) Includes procedures for obtaining necessary electronic
protected health information during an emergency [HIPAA
164.312(2)(2)(1)]
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Manage contingency plan. The department shall [NIST 800-53
CP-2]

1. Distribute the contingency plan to key contingency personnel
and organizational elements

2. Coordinate contingency planning activities with security
incident handling activities

3. Review the contingency plan annually

4. Revise the contingency plan to address changes to the orga-
nization, organization information systems, operational
environment or problems encountered during plan implemen-
tation, execution, or testing

5. Communicate contingency plan changes to key contingency
personnel and organizational elements

6. Protect the contingency plan from unauthorized disclosure
and modification

(P) Contingency plan coordination: The department shall coordinate
the development of the contingency plan for each organization infor-
mation system with organizational elements responsible for related
plans [NIST 800-53 CP-2(1)] [IRS Pub 1075].

Contingency training. The department shall provide contingency
training to organization information system users consistent with
assigned roles and responsibilities before authorizing access, when
required by organization information system changes, and annually
thereafter [NIST 800-53 CP-3].

Test contingency plan. The department shall test the contingency plan
for the organization information system annually to determine the
effectiveness of the plan and the organizational readiness to execute
the plan, review the contingency plan test results, and initiate correc-

tive action [NIST 800-53 CP-4][HIPA A 164.308 (2)(7)(11)(D)].

(P) Contingency plan test coordination: The department shall coor-
dinate contingency plan testing for each organization infor-
mation system with organizational elements responsible for

related plans [NIST 800-53 CP-4(1)] [IRS Pub 1075].

(P) Alternate storage site. 'The department shall establish an alternate
storage site, including necessary agreements to permit the storage and
recovery of information system backup information and ensure that
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the alternative storage site provides information security safeguards
equivalent to those of the primary storage site [NIST 800-53 CP-6].

(P) Separation from primary storage site: The alternative storage
site shall be separated from the primary storage site to reduce
susceptibility to the same hazards [NIST 800-53 CP-6(1)]
[IRS Pub 1075].

(P) Accessibility: 'The department shall identify potential acces-
sibility problems to the alternate storage site in the event of an
area-wide disruption or disaster and outlines explicit mitiga-

tion actions [NIST 800-53 CP-6(3)] [IRS Pub 1075].

(P) Alternate processing site. The department shall [NIST 800-53
CP-7] [IRS Pub 1075]

1. Establish an alternate processing site, including necessary
agreements to permit the transfer and resumption of organi-
zation information system operations for essential missions/
business functions with the department’s defined time period
consistent with recovery time and recovery point objectives
when the primary process capabilities are unavailable

2. Ensure that equipment and supplies to transfer and resume
operations are available at the alternate site or contracts are
in place to support delivery to the site in time to support the
department-defined period for transfer/resumption

3. Ensure that the alternate processing site provides information
security safeguards equivalent to that of the primary site
(P) Separation from primary site: 'The department shall identify

an alternative processing site that is separated from the
primary site to reduce susceptibility to the same threats
[NIST 800-53 CP-7(1)] [IRS Pub 1075].

(P) Accessibility: 'The department shall identify potential acces-
sibility problems to the alternate processing site in the event
of an area-wide disruption or disaster and outlines explicit
mitigation actions [NIST 800-53 CP-7(2)] [IRS Pub 1075].

(P) Priority of service: The department shall develop alternative
processing site agreements that contain priority of service
provisions in accordance with the organization’s availabil-

ity requirements [NIST 800-53 CP-7(3)] [IRS Pub 1075].
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(P) Alternate telecommunication site. 'The department shall ensure
alternate telecommunications services are established, including
necessary agreements to permit the resumption of organization
information system operations for essential missions and business
tunctions within the department’s defined time period when the
primary telecommunication capabilities are unavailable at either
the primary or alternate processing or storage sites [NIST 800-53
CP-8] [IRS Pub 1075].

(P) Priority of service provisions: The department shall ensure pri-
mary and alternate telecommunications service agreements
are developed that contain priority-of-service provisions in
accordance with the department’s availability requirements
and requests telecommunication service priority for all tele-
communications services used for national or state security
emergency preparedness in the event that the primary and/or
alternate telecommunications services are provided by a com-
mon carrier [NIST 800-53 CP-8 (1)] [IRS Pub 1075].

(P) Single points of failure: The department shall ensure alternate
telecommunications services are obtained, with consideration
for reducing the likelihood of sharing a single point of fail-
ure with primary telecommunication services [NIST 800-53

CP-8(2)] [IRS Pub 1075].

Information system backup. The department shall [NIST 800-53
CP-9] [HIPAA 164.308(7)(ii)(A)]

1. Conduct backups of user- and system-level information
contained in the organization information system, and
organization information system documentation, includ-
ing security-related documentation within the department’s
defined frequency consistent with recovery time and recovery
point objectives

2. Protect the confidentiality, integrity, and availability of the
backup information at storage locations
(P) Testing for reliability/integrity: 'The department shall test

backup information at least annually to verify media reli-
ability and information integrity [NIST 800-53 CP-9(1)]
[IRS Pub 1075]
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Information system recovery and reconstitution. The department shall
provide for the recovery and reconstitution of the organization infor-
mation system to a known state after a disruption, compromise, or

failure [NIST 800-53 CP-10]

(P) Transaction recovery: The department shall implement orga-
nization information systems to perform transaction recov-
ery for any system that is transaction-based [NIST 800-53
CP-10(2)] [IRS Pub 1075]

A.2.4 Policy Example: 8240 Incident Response Planning

Purpose: 'The purpose of this policy is to increase the ability of the
department to rapidly detect incidents, minimize any loss due to
destruction, mitigate the weaknesses that were exploited, and restore
computing services.

Scope: 'This policy shall apply to all organization information
systems:

* (P)—Policy statements preceded by “(P)” are required for
organization information systems categorized as protected.

* (P-PCI)—Policy statements preceded by “(P-PCI)” are
required for organization information systems with PCI data

(e.g., CHD).

A.2.4.1 Policy Statements Incident response training. 'The department
shall provide incident response training to organization information
system users consistent with assigned roles and responsibilities before
authorizing access to the organization information system or per-
forming assigned duties, when required by organization information
system changes, and annually thereafter [NIST 800-53 IR-2] [IRS
Pub 1075] [PCI DSS 12.9.3].

(P) Incident response testing. The department shall test the incident
response capability for the organization information system annually
using checklists, walk-through, tabletop exercises, simulations, or
comprehensive exercises to determine the incident response effective-
ness and document the results [NIST 800-53 IR-3] [IRS Pub 1075]
[PCI DSS 12.9.2].
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(P) Coordinated testing: 'The department shall coordinate inci-
dent response testing with department elements responsible

for related plans [NIST 800-53 IR-3(2)] [IRS Pub 1075].

Incident handling. 'The department shall implement an incident
handling capability for security incidents that includes [NIST 800-53
IR-4] [IRS Pub 1075] [HIPA A 164.308(a)(6)(ii)] [PCI DSS 12.9.6]

1. Preparation, detection and analysis, containment, eradica-
tion, and recovery
2. Incident handling activities with contingency planning activities
3. Incident response procedures, training, and testing/exercises
covering lessons learned from ongoing incident handling
activities
4. Industry developments
5. Implementation of industry development changes where
applicable
(P) Automated incident handling processes: The department shall
employ automated mechanisms to support the incident
handling process [NIST 800-53 IR-4(1)] [IRS Pub 1075]
(P) Assign incident handling role: The department shall
assign to an individual or team the information security
management responsibility of implementing an incident
response plan and to be prepared to respond immediately
to a system breach [PCI DSS 12.9]
(P-PCI) 24 x7 availability: The department shall assign
to specific personnel the information security manage-

ment responsibility of being available on a 24 X 7 basis to
respond to alerts [PCI DSS 12.9.3]

(P) Privacy incident response handling. 'The department shall provide an
organized and effective response to privacy incidents in accordance with
the department privacy incident response plan [NIST 800-53 SE-2].

Incident monitoring. 'The department shall track and document
organization information system security incidents [NIST 800-53

IR-5] [IRS Pub 1075] [HIPA A 164.308(a)(6)(ii)].

(P) Assign incident monitoring role: The department shall assign to
an individual or team the information security management
responsibility of monitoring and analyzing security alerts and
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information and distributing alerts to appropriate personnel
[PCI DSS 12.5.2].

(P) Incorporate automated alerts: The department shall implement
the system to include alerts from intrusion detection, intru-
sion prevention, and file integrity monitoring systems [PCI

DSS 12.9.5].

Incident reporting. The department shall require personnel to report
[NIST 800-53 IR-6] [ARS 41-3507] [IRS Pub 1075] [EO 2008-10]
[HIPAA 164.308(2)(6)(i1)] [HIPAA 164.308(2)(1)i1)(D)] [HIPAA
164.314(2)(2))(C)]

1. Suspected security incidents to the organizational incident
response capability within 1h of knowledge of suspected
incident as specified in the Statewide Standard 8240, Incident
Response Planning:

a. (In the event of a security incident) Security incident
information to the state CISO

b. (In the event of a privacy incident) Privacy incident infor-
mation to the state privacy officer (SPO)

Use of statewide incident handling program: Departments utilizing
the statewide incident handling program meet the require-
ment for reporting of security and privacy incidents that are
visible within the program (e.g., part of the monitored systems
and logs). However, departments must implement a system to
integrate the notification process for security incidents that
originate outside of the monitored systems (e.g., employee
reported malware, onsite physical threats, and reported loss
of laptop) [ARS 41-2507].

(P) Automated incident reporting: 'The department shall employ
automated mechanisms to assist in the reporting of security

incidents [NIST 800-53 IR-6(1)] [IRS Pub 1075].

Incident response plan. The department shall [NIST 800-53 IR-8]
[IRS Pub 1075] [PCI DSS 12.9.1]

1. Develop an incident response plan that
a. Provides the organization with a roadmap for implement-
ing its incident response capability
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b. Describes the structure and organization of the incident
response capability
c. Provides a high-level approach for how the incident
response capability fits into the overall organization
d. Meets the unique requirements of the organization, which
relate to mission, size, structure, and functions
e. Defines reportable incidents
f. Provides metrics for measuring the incident response
capability within the organization
g. Defines the resources and management support needed
to effectively maintain and manage an incident response
capability
h. (P-PCI) Describes the roles, responsibilities, and com-
munication and contact strategies in the event of a com-
promise, including notification of the payment brands,
specific incident response procedures, business recovery
and continuity procedures, data backup processes, analysis
of legal requirements for reporting compromises, coverage
and responses of all critical system components, and refer-
ence or inclusion of incident response procedures from the
payment brands [PCI DSS 12.9.1]
i. Is reviewed and approved by the department information
security officer
2. Distribute copies of the incident response plan to incident
response personnel and organizational elements
3. Review the incident response plan annually
4. Revise the incident response plan to address system/organi-
zational changes or problems encountered during plan imple-
mentation, execution, or testing
5. Communicate incident response plan changes to department
incident response personnel and the state CISO and SPO

Incident response assistance. 'The department shall provide an inci-
dent response support resource, integral to the department incident
response capability that offers advice and assistance to users of the
information system for the handling and reporting of security inci-

dents [NIST 800-53 IR-7] [IRS Pub 1075].
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(P) Automated support for availability of information: The depart-
ment shall employ automated mechanisms to increase the
availability of incident response-related information and sup-

port [NIST 800-53 IR-7(1)] [IRS Pub 1075].

(P) Privacy incident response plan. The department shall develop and
implement a privacy incident response plan [NIST 800-53 SE-2].

Investigation: 'The department shall investigate potential pri-
vacy incidents upon awareness of unencrypted PII loss [ARS
44-7501].

Notification: The department shall notify affected parties upon
breach determination without unreasonable delay [ARS
44-7501].

1. Non-state-owned PII notification: For P11 not owned by the
state, the department shall notify and cooperate with the
owner following the discovery of a breach without unrea-
sonable delay [ARS 44-7501].

2. Nuotification exceptions: The department may delay noti-
fication if law enforcement determines notification will
impede the investigation [ARS 44-7501].

3. Notification methods: The department may use telephone,
electronic notice, or email as a method of notification

[ARS 44-7501].

A.2.5 Policy Example: 8250 Media Protection

Purpose: 'The purpose of this policy is to increase the ability of the
department to ensure the secure storage, transport, and destruction of
sensitive information.

Scope: 'This policy shall apply to all organization information
systems:

* (P)—Policy statements preceded by “(P)” are required for
organization information systems categorized as protected.

* (P-PHI)—Policy statements preceded by “(P-PHI)” are
required for organization information systems with protected
healthcare information.
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A.2.5.1 Policy Statements Media access. 'The department shall restrict
access to digital and nondigital media to authorized individuals
[NIST 800-53 MP-2] [HIPAA 164.308(2)(3)(ii)(A)] [PCI DSS 9.9]
[IRS Pub 1075].

(P) Media marking. The department shall mark, in accordance with
department policies and procedures, information system digital and
nondigital media containing confidential information indicating the dis-
tribution limitations, handling caveats, and applicable security markings
(if any) of the information, as well as exempt removable digital media
from marking as long as the exempted items remain with a controlled
environment [NIST 800-53 MP-3] [PCI DSS 9.7.1] [IRS Pub 1075].

(P) Media storage. The department shall physically control and
securely store digital and nondigital media containing confidential
information within controlled areas [NIST 800-53 MP-4] [ARS
39-101] [PCI DSS 9.6] [PCI DSS 9.9] [IRS Pub 1075].

(P) Media inventories. 'The department shall maintain inventory
logs of all digital media containing confidential information and con-
duct inventories annually [PCI DSS 9.9.1].

(P) Media transport. The department shall protect and control digi-
tal and nondigital media containing confidential information during
transport outside controlled areas [NIST 800-53 MP-5] [PCI DSS
9.7] [IRS Pub 1075].

(P) Cryptographic protection: The department shall employ crypto-
graphic mechanisms to protect the confidentiality and integrity
of information stored on digital media during transport outside
controlled areas. Cryptographic mechanisms must comply with
System and Communication Protection Standard S8350 [NIST
800-53 MP-5(4)] [HIPA A 164.312(c)(2)] [IRS Pub 1075].

(P) Secure delivery: 'The department shall send confidential digi-
tal and nondigital media by secured courier or other delivery
method [PCI DSS 9.7.2].

(P-PHI) Record of movement: The department shall maintain a
record, including the person(s) responsible, of the movements
of hardware and digital media [HIPA A 164.310(d)(2)(ii1)].
(P) Data backup: The department shall create a retrievable,

exact copy of confidential data, when needed before move-

ment of equipment [HIPA A 164.310(d)(2)(iv)].
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(P) Backup storage: 'The department shall store digital media
backups in a secure location and review the location’s

security, at least annually [PCI DSS 9.5].

(P) Management approval: The department shall ensure manage-
ment approves any media that is moved from a controlled area

[PCI DSS 9.8].

Media sanitization: 'The department shall sanitize digital and
nondigital information system media containing confidential informa-
tion prior to disposal, release of organizational control, or release for reuse
using defined sanitization techniques and procedures in accordance with
the Media Protection Standard S8250 [NIST 800-53 MP-6] [HIPAA
164.310(d)(2)®)] [HIPAA 164.310(d)(2)(i1)] [IRS Pub 1075].

Media use: 'The department shall restrict the use of [department-
specified type of digital media] on [department-specified organiza-
tion information systems and/or system components] [NIST 800-53
MP-7] [IRS Pub 1075].

(P) Department restrictions: The department shall employ PSPs on
the use of removable media in the department’s information
systems [NIST 800-53 MP-7(1)] [HIPA A 164.310(d)(1)].

(P) Probibition of use without known owner: The department shall
prohibit the use of removable media in the department’s infor-
mation systems when the media has no identifiable owner

[NIST 800-53 MP-7(2)] [IRS Pub 1075].

A.2.6 Policy Example: 8260 Physical Security Protections

Purpose: 'The purpose of this policy is to protect organization infor-
mation systems and assets through limiting and controlling physi-
cal access and implementing controls to protect the environment in
which organization information systems and assets are housed.

Scope: 'This policy shall apply to all organization information
systems:

* (P)—Policy statements preceded by “(P)” are required for
organization information systems categorized as protected.
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* (P-PCI)—Policy statements preceded by “(P-PCI)” are
required for organization information systems with PCI data

(e.g., CHD).

A.2.6.1 Policy Statements Physical access authorizations: The depart—
ment shall [NIST 800-53 PE-2] [IRS Pub 1075] [HIPAA 164.310

()(2)(ii)]

1. Develop and maintain a list of individuals with authorized
access to controlled areas or facilities where the organization
information system resides

2. Issue authorization credentials

3. Review and approve the access list and authorization creden-
tials quarterly

4. Remove individuals from the access list when access is no lon-
ger required

Standard physical access control: The department shall [NIST 800-53
PE-3] [IRS Pub 1075] [AAC 2-10] [HIPA A 164.310(a)(1), (2)(2)(i1)]

1. Enforce physical access authorization at designated entry/exit
points to the facility where the organization information sys-
tem resides [PCI 9.1]

2. Verify individual access authorizations before granting access
to the facility [PCI 9.1, 9.3.1]

3. Control ingress/egress to the facility using keys, locks, com-
binations, card readers, and/or guards

4. (P-PCI) Provide cameras, monitoring by guards, or isolating
selected organization information system components to con-
trol access to areas within the facility officially designated as

publically accessible [PCI 9.1.1]

Protected physical access control. For all protected organization infor-
mation systems and the server components of standard organization
information systems for which additional physical protections apply,
the department shall [NIST 800-53 PE-3] [IRS Pub 1075] [AAC
2-10] [HIPAA 164.310(a)(1), (2)(2)(i1)]

1. (P) Develop procedures to easily distinguish between onsite
personnel and visitors [PCI 9.2]
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2. (P) Give visitors a physical token that expires and that identi-
fies the visitors as onsite personnel and ensure the visitor sur-
renders the physical token before leaving the facility or at the
date of expiration [PCI 9.3.2, 9.3.3]

3. Escort visitors and monitors visitor activity within controlled
areas

4. Secure keys, combinations, and other physical access devices

5. Inventory keys and other physical access devices every quar-
ter; keys and other physical access devices assigned to visitors
are inventoried every day

6. Change combinations annually and combinations and keys
when keys are lost, combinations are compromised, or indi-
viduals are transferred or separated

Monitoring physical access: 'The department shall [NIST 800-53
PE-6] [IRS Pub 1075]

1. Monitor physical access to the organization information sys-
tem to detect and respond to physical security incidents
2. (P) Review physical access logs weekly and, upon occurrence

of potential indications of events [PCI 9.1.1]

3. (P) Coordinate results of reviews and investigations with the
organizational incident response capability
4. (P) Store physical access monitoring data for at least 3 months

[PCI9.1.1]

(P) Intrusion alarms/surveillance equipment: The department
shall monitor real-time physical intrusion alarms and sur-
veillance equipment [NIST 800-53 PE-6(1)] [IRS Pub
1075]

Visitor control records: The department shall

1. Maintain visitor access records to the controlled areas or facil-
ities where the information system resides

2. Review visitor access records monthly [NIST 800-53 PE-8]

3. Maintain a visitor log that includes the visitor’s name, the
firm represented, and the onsite personnel authorizing physi-
cal access

4.'The logs shall be retained for a minimum of 3 months

[PCI 9.4]
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(P) Access control: The department shall implement the following
physical access controls:

(P) Transmission medium: The department shall control physical
access to organization information system distribution and
transmission lines within the department’s facilities using
locked wiring closets; disconnected or locked spare jacks;
and/or protection of cabling by conduit or cable trays [NIST
800-53 PE-4] [IRS Pub 1075].

(P) Workstations: The department shall implement physical safe-
guards for all workstations that access sensitive information
to restrict access to authorized users [HIPAA 164.310(b),
164.310(C)].

(P) Output devices: The department shall control physical access
to organization information system output devices to prevent
unauthorized individuals from obtaining output [NIST 800-
53 PE-5] [IRS Pub 1075].

(P-PCI) Network jacks and devices: The department shall restrict
physical access to publically accessible network jacks, wire-
less access points, gateways, handheld devices, networking/
communications hardware, and telecommunication lines
[PCI9.1.2].

(P) Power equipment and cabling: The department shall protect
power equipment and power cabling for the organization
information system from damage and destruction [NIST

800-53 PE-9].

(P) Power. The department shall implement the following physical
controls for power:

(P) Emergency shutoff: The department shall [NIST 800-53

PE-10]

1. Provide the capability of shutting off power to the orga-
nization information system or individual system compo-
nents in emergency situations

2. Place emergency shutoft switches or devices in data cen-
ters, server rooms, and computer rooms to facilitate safe
and easy access for personnel
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3. Protect emergency power shutoft capability from unau-
thorized activation

(P) Emergency power: The department shall provide a short-term
uninterruptable power supply to facilitate an orderly shutdown
of the information system or a transition of the information
system to long-term alternate power in the event of a primary
power source loss [NIST 800-53 PE-11].

Emergency lighting: 'The department shall employ and maintain
automatic emergency lighting for the organization information sys-
tem that activates in the event of a power outage or disruption and
that covers emergency exits and evacuation routes within the facility
[NIST 800-53 PE-12].

Fire protection: 'The department shall employ and maintain fire
suppression and detection devices/systems for the organization infor-
mation system that are supported by an independent energy source

[NIST 800-53 PE-13].

(P) Detection devices: The department shall employ fire detection
devices/systems for the organization information system that
activate automatically and notify the department and emer-
gency responders in the event of a fire [NIST 800-53 PE-13(1)].

(P) Suppression devices: The department shall employ fire sup-
pression devices/systems for the organization information
system that provides automatic notification of any activation
to the department and emergency responders [NIST 800-53
PE-13(2)].

(P) Inspections: 'The department shall ensure the facility under-
goes annual inspections by authorized and qualified inspec-
tors and resolves identified deficiencies within 30 days [NIST
800-53 PE-13(3)].

Temperature and humidity controls. 'The department shall maintain
defined temperature and humidity levels within the facility where the
organization information system resides at data centers, server rooms
and computer rooms, and monitors temperature and humidity levels
daily [NIST 800-53 PE-14].

Water damage protection: 'The department shall protect organization
information systems from damage resulting from water leakage by
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providing master shutoft or isolation valves that are accessible, work-
ing properly, and known to key personnel [NIST 800-53 PE-15].
Delivery and removal: 'The department shall authorize, monitor,
and control organization information systems components entering
and exiting the facility and maintain records of those items [NIST
800-53 PE-16].
(P) Alternate work site: The department shall [NIST 800-53 PE-17]

1. Define and employ minimum security controls at alternate
work sites

2. Assess, as feasible, the effectiveness of security controls at
alternate work sites

3. Provide a means for employees to communicate with organi-
zation information security personnel in case of security inci-
dents or problems

A.2.7 Policy Example: 8270 Personnel Security Controls

Purpose: 'The purpose of this policy is to increase the ability of the
department to protect organization information systems and assets
containing sensitive data through personnel security controls.

Scope: This policy shall apply to all organization information systems:

* (P)—Policy statements preceded by “(P)” are required for

organization information systems categorized as protected.

A.2.7.1 Policy Statements  Position categorization: The department shall

1. Assign a sensitivity designation (e.g., sensitive and nonsensi-
tive) to all positions

2. Establish screening criteria for individuals filling those positions

3. Review and revise position sensitivity designations annually.
Sensitivity designations are based on the individual’s exposure
to sensitive system information and/or administrative privi-
leges to organization information systems. Examples of sensi-
tive positions include [NIST 800-53 PS-02] [IRS Pub 1075]
a. Firewall administrator
b. Members of the incident response team
c. 'Those with vulnerability scanning duties
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Position definition: The department shall define information secu-
rity responsibilities for all personnel [HIPAA(2)(3)(1)(A), (2)(3)(i1)
(B)—Addressable] [PCI 12.4]. Specifically, the following informa-

tion security responsibilities:

1. Individual or team responsible for establishing, document-
ing, and distributing security policies and procedures [PCI
12.5.1]

2. Individual or team responsible for monitoring and analyzing
security alerts and information, and distributing to appropri-
ate employees and contractors [PCI 12.5.2]

3. Individual or team responsible for establishing, document-
ing, and distributing security incident response and escala-
tion procedures to ensure timely and effective handling of all
situations [PCI 12.5.3]

4. Individual or team responsible for administering user
accounts, including additions, deletions, and modifications
[PCI 12.5.4]

5. Individual or team responsible for monitoring and controlling

all access to data [PCI 12.5.5]

Personnel screening: The department shall screen individuals hold-
ing positions designated as sensitive prior to hiring or contracting; and
rescreens individuals according to rescreening every 3 years [NIST
800-53 PS-03] [IRS Pub 1075] [PCI 12.7].

Personnel separation: Upon separation of individual employment,

the department shall [NIST 800-53 PS-04] [HIPA A(a)(3)(i)(C)]

1. Terminate organization information system access within
24h

2. Conduct exit interviews, if employee is available for interview

3. Retrieve all security-related organization information system-
related property

4. Retain access to organization information system accounts
formerly controlled by separated individual

5. Allow the separated individual access to authorized services
such as benefits, reimbursement, and retirement information,
according to department or state policies
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Personnel transfer: The department shall [NIST 800-53 PS-05]
[IRS Pub 1075]

1. Review logical and physical access authorization to orga-
nization information systems/facilities when personnel are
reassigned or transferred to other positions within the orga-
nization and initiates returning old and reissuing new keys,
identification cards, and building passes

2. Close previous information system accounts and establish
new accounts

3. Change organization information system access authorizations

4. Provide access to official records to which the employee had
access at the previous work location and in the previous orga-
nization information system accounts within 24 h

5.'The department may extend limited access for special pur-
poses on an exception basis

Access agreements: ‘The department shall ensure that individuals
requiring access to organization information systems acknowledge
and accept appropriate access agreement prior to being granted access
and reviews/updates the access agreements annually [NIST 800-53
PS-06] [IRS Pub 1075] [PCI 12.3].

Third-party personnel security. The department shall [NIST 800-53
PS-07] [IRS Pub 1075] [HIPAA 164.314(a)(1)]

1. Establish personnel security requirements, including security
roles and responsibilities for third-party providers

2. Document personnel security requirements

3. Monitor provider compliance

Third-party contracts: 'The department shall ensure that third-party
contractors specify the third party will [HIPAA 164.314(2)(2)®)]

1. Comply with the applicable security requirements

2. Ensure that any subcontractors who create, receive, maintain,
or transmit sensitive information on behalf of the third-party
agree to comply with applicable requirements

3. Report to the department any security incident of which it
becomes aware, including breaches of unsecured sensitive
information
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Personnel sanctions: 'The department shall employ a formal sanctions
process for personnel failing to comply with established organization
information security and privacy PSPs and document the sanctions

applied [NIST 800-53 PS-08] [IRS Pub 1075] [HIPAA 164.308(a)
(DGE)(C)] [HIPAA 164.530(e)(1),(2)].

A.2.8 Policy Example: 8280 Acceptable Use

Purpose: 'The purpose of this policy is to outline the acceptable use of
organization information system assets to reduce the risks to organi-
zation information systems due to disclosure, modification, or disrup-
tion, whether intentional or accidental.

Scope: 'This policy shall apply to all users of organization informa-
tion systems.

A.2.8.1 Policy Statements Access agreements: 'The department direc-
tor shall ensure that individuals requiring access to organizational
information and organization information systems acknowledge and
accept appropriate access agreements (prior to being granted access)
and shall review and, if necessary, update the access agreements annu-

ally [NIST 800-53 PS-6] [PCI DSS 12.3].

Assign responsibility to provide policy: The department director
shall assign responsibility to a department, role, or named
individual to provide acceptable use and other related infor-
mation security policies to employees and contractors.

Assign responsibility to keep records: 'The department director shall
assign responsibility to a department, role, or named individ-
ual to keep records of distributed, acknowledged, and accepted
acceptable use policies for employees and contractors.

Access agreement contents: The access agreements shall contain the
following policy sections and statements:

Expected behaviors: The following behaviors shall be required:
Practice safe computing: Those accessing organization informa-
tion systems shall use caution and exercise good security
practices to ensure the protection of organization infor-

mation systems and data, including, but not limited to
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1. Opening attachments or links: Use caution when open-
ing email attachments or following hypertext links
received from unknown senders.

2. Keep passwords secure: Select strong passwords, do not
write them down, change them frequently, and do not
share them with anyone.

3. Keep desk and workstation secure: Use available oper-
ating system functions to lock the workstation
when away from the desk. At the end of the day, log
out of the computer, but leave the equipment pow-
ered on.

4. Challenge unauthorized personnel: Assist in enforcing
physical access controls by challenging unauthorized
personnel who may not be following procedures for
visitor sign-in, appropriate badge use, escort control,
and/or entry.

5. Report security or privacy weaknesses or wviolations:
Report any weaknesses in computer security or data
privacy, suspicious behavior of others, and any inci-
dents of possible misuse or violation of this policy to
the proper authorities.

6. Wear issued badges: All employees and contractors are
required to wear their organization-issued identifica-
tion (ID) badges, while in the building, at all times.

Protect confidential information: Confidential information shall
be protected in accordance with applicable statutes, rules,
and PSPs. Those accessing organization information sys-
tems shall protect confidential information in accordance
with the Policy 8110, Data Classification and Handling,
specifically, the following:

Marking of confidential information: All nonpublic data must
be marked (labeled) as confidential. Unlabeled data are
assumed to be public.

Unencrypted confidential information: Confidential informa-
tion sent over email or other electronic messaging without
adequate encryption shall be prohibited (even to an autho-
rized user).
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Storage of confidential information: Confidential information
must be stored in accordance with the Policy 8250, Media
Protection.

Electronic transmission of confidential information: Confidential
information that are transmitted outside of the organiza-
tion information system or on any medium that can be
accessed by authorized users shall be encrypted through
link or end-to-end encryption with an encryption algo-
rithm and key length that meets the Standard 8350,

System and Communication Protection.

Prohibited behaviors: The following behaviors shall be prohibited:
1. Computer tampering: Unauthorized access, interception,
modification, or destruction of any computer, computer
system, organization information system, computer pro-
grams, or data [ARS 13-2316.1-2].

2. Use of unauthorized computing equipment: Installation or
connections of any computing equipment not provided or
authorized by management to organization information
systems.

3. Use of unauthorized software: Installation or use of any
unauthorized software, including but not limited to secu-
rity testing, monitoring, encryption, or “hacking” soft-
ware on organization computing resources [NIST 800 53
CM-11].

4. Unauthorized use of software or services: Use of peer-to-peer
file sharing technology used for the unauthorized distribu-
tion, display, performance, or reproduction of copyrighted
work [NIST 800 53 CM-10].

5. Introduction of malware: Knowingly introducing a com-
puter contaminant into any computer, computer system,
or organization information system [ARS 13-2316.3].

6. System disruption: Recklessly disrupting or causing the
disruption of a computer, computer system, or organiza-
tion information system [ARS 13-2316.4].

7. Circumvention of security controls: Disabling software,
modifying configurations, or otherwise circumvent-
ing security controls [ARS 13-2316]. Tampering with
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physical security measures (e.g., locks and cameras) is also

prohibited.

False identity: Falsifying identification information or

routing information so as to obscure the origins or the

identity of the sender, or using or assuming any infor-
mation system or application identification other than
your own.

Unauthorized inappropriate or unlawful material: The
unauthorized storage, transmission, or viewing of any
pornography or other offensive, intimidating, hostile,
or otherwise illegal material is forbidden. Except to the
extent required in conjunction with a bona fide organi-
zation-approved research project or other organization-
approved undertaking, an employee of an organization
shall not knowingly use organization-owned or organi-
zation-leased computer equipment to access, download,
print, or store any information infrastructure files or ser-
vices that depict nudity, sexual activity, sexual excitement,
or ultimate sex acts [ARS 38-448] [ARS 13-2316.5].

Unauthorized use of electronic messaging: The following
use of electronic messaging shall be prohibited:

1. Spam: Sending of unsolicited commercial emails/elec-
tronic messages in bulk (identical content to multiple
recipients)

2. Chain letters: Creating or forwarding chain letters or
pyramid schemes

3. Unprofessional communications: Unprofessional or un-
businesslike in appearance or content

4. Alter message content: Modification or deletion of email/
electronic messages originating from another person
or computer with the intent to deceive

5. False identity: Falsifying email/electronic message
headers or routing information so as to obscure the
origins of the email/electronic message or the identity
of the sender, also known as spoofing

6. Maskidentity: Unauthorized use of anonymous addresses
for sending and receiving email/electronic messages
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7. Auto-forward to external accounts: Automatically for-
warding email/electronic messages sent to a depart-
ment account to an external email/electronic messages
without authorization

8. Nonorganization email accounts: Unauthorized use
of a nonorganization email account for organization
business

9. Unencrypted confidential information: Confidential
information sent over email or other electronic messag-
ing without adequate encryption (even to an authorized
user)

10. Misrepresentation of department: Presenting viewpoints
or positions not held by the department as those of the
department or attributing them to the department

Personal use of department information systems: Personal use of
organization technology assets/information systems shall
be limited to occasional use during break periods provided
the use does not interfere with organization information
systems or services.

Violation of intellectual property laws: Unauthorized receipt,
use, or distribution of unlicensed software, copyrighted
materials, or communications of proprietary information
or trade secrets.

Unauthorized access of confidential information: Unauthorized
access of information that has been classified as confiden-
tial could cause harm to the state and/or the citizens of the
state. The confidentiality of information is protected by
law. The unauthorized access of any confidential informa-
tion is prohibited [ARS 13-2316.07].

Unauthorized release of confidential information: Disclosure of
information that has been classified as confidential could
cause harm to the state and/or the citizens of the state.
'The confidentiality of information is protected by law.
'The unauthorized release or disclosure of any confidential
information is prohibited [ARS 36-342] [ARS 36-666]
[ARS 41-151.12] [ARS 41-1750.01].
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Unauthorized posting of department documents: Unauthorized
posting of organization draft or final organization docu-
ments is prohibited.

Notifications and acknowledgments: The following notifications
and acknowledgments shall be used to inform those granted
access to organizational information and/or organization
information systems of steps the department may take to
ensure the security of organization information systems:

User responsibility acknowledgment: All users review and
acknowledge their understanding of this policy and other
related information security policies on an annual basis
[PCI DSS 12.6.2].

Assets and intellectual property: All organization information
system assets remain the sole property of the State of
Arizona. Any data or intellectual property created by the
user, including voicemail and electronic messages, shall
remain the property of the State of Arizona and shall not
be removed, copied, or shared with any person or entity
except as part of the user’s normal job responsibilities.

Monitoring: 'The department shall inform all users that it
reserves the right to monitor all activities that occur on
its organization information systems or to access any data
residing on its systems or assets at any time without fur-
ther notice. The department shall retain the right to over-
ride an individual’s passwords and/or codes to facilitate
access by the department.

Potential blocking of inappropriate content: The department may
block access to web content it deems as inappropriate or
filter email destined for your mailbox.

Incomplete blocking of inappropriate content: The department
shall not be responsible for material viewed or downloaded
by users from the Internet or messages delivered to a user’s
mailbox. Users are cautioned that many Internet pages
and emails include offensive, sexually explicit, and inap-
propriate material. Even though the department intends
to filter and block inappropriate content and messages, it is
not possible to always avoid contact with offensive content
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on the Internet or in your email. If such an action occurs,
users are expected to delete the offensive material, leave
the offensive site, and contact the department security.

Records retention: Files, emails, attachments, and other records
are retained, preserved, and/or disposed of in accordance
with department records retention policies and in full
accordance with the State Library Records Retention
Schedule, Electronic Communication Records.

No expectation of privacy: Users shall have no expectation of pri-
vacy for any communication or data created, stored, sent,
or received on organization information systems and assets.

User acknowledgment: By using organization information sys-
tems, users shall acknowledge that they explicitly consent
to the monitoring of such use and the right of the depart-
ment to conduct such monitoring.

Virtual office agreement: The department shall ensure that indi-
viduals utilizing computing equipment outside of designated work
environments (e.g., virtual offices, working from home, and telework
centers) to access organization information systems as a trusted user
acknowledge and accept appropriate access agreements prior to being
granted access and shall review, and if necessary, update agreements
annually.

Assign responsibility to provide policy: The department shall assign
responsibility to a department, role, or named individual to
provide acceptable use and other related information security
policies to employees and contractors.

Assign responsibility to keep records: The department shall assign
responsibility to a department, role, or named individual
to keep records of distributed, acknowledged, and accepted
acceptable use policies for employees and contractors.

Virtual office access agreement contents: The virtual office access
agreements shall contain the following additional policy sections and
statements:

(P) Allowable computing devices: An individual utilizing com-
puting equipment outside of designated work environments
(e.g., virtual offices, working from home, and telework
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centers) to access organization information systems as a

trusted user providing and storing confidential information

shall ensure

1. The computing equipment is issued to the individual by
the organization for the purposes of connecting to an
organization information system, or

2. 'The computing equipment is owned or otherwise under
the control of the individual such that the individual may
ensure minimum physical and logical protections are in
place

(P) Physical protection of computing devices: An individual uti-

lizing computing equipment outside of designated work
environments (e.g., virtual offices, working from home, and
telework centers) to access organization information systems
as a trusted user providing and storing confidential informa-
tion shall ensure that computer equipment is
1. Physically protected from unauthorized use and removal.
2. Limited to the use of the authorized virtual office user.
Use of the computer equipment by anyone else (e.g., fam-
ily members and roommates) is strictly forbidden.

(P) Laogical protection of computing devices: An individual utilizing

computing equipment outside of designated work environ-

ments (e.g., virtual offices, working from home, and tele-

work centers) to access organization information systems as

a trusted user providing and storing confidential information

shall ensure that computer equipment has the following logi-

cal security controls:

1. Username and passwords: Identification and authentication
controls consistent with Policy 8340, Identification and
Authentication.

2. Antivirus: Malicious code protection consistent with Policy
8220, System Security Maintenance, with the exception
of central management of malicious code protection.

3. Personal firewalls: Personal firewalls consistent with Policy
8320, Access Control.

4. Device encryption: Full device encryption consistent with
the Access Control Policy.
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5. Security patches: Install security-relevant software and
firmware updates consistent with Policy 8220, System
Security Maintenance.

Remote access: Virtual office users may access the organization
information system only by approved access methods.

User-based technologies: The department shall ensure that individu-
als utilizing user-based technologies (e.g., smart phones and tablet
computers) to access organization information systems as a trusted
user acknowledge and accept appropriate access agreements (prior
to being granted access), and shall review, and if necessary, update
agreements annually.

Assign responsibility to provide policy: The department shall assign
responsibility to a department, role, or named individual
to provide user-technology standards, acceptable use, and
other related information security policies to employees and
contractors.

Assign responsibility to keep records: The department shall assign
responsibility to a department, role, or named individual
to keep records of distributed, acknowledged, and accepted
acceptable use policies for employees and contractors.

User-based technology agreement contents: The user-based technology
access agreements shall be developed by the department and contains
department-defined security controls. Statewide Standard 8220,
System Security Maintenance provides guidance to department for
minimum recommended user-based technology controls.

Consequences for noncompliance: Users of organization informa-
tion systems who fail to comply with established information secu-
rity and privacy policies and procedures may be subject to sanctions,
including referral to a law enforcement organization for appropriate
action [NIST 80053 PS-8] [HIPAA 164.308(a)(1)(it)(C)] [HIPAA
164.530(e)(1),(2)].

Department employees: State Personnel System (SPS) Rule
R2-5A-501, Standards of Conduct, requires that all employ-
ees comply with federal and state laws and rules, statewide
policies, and employee handbook and organization policy
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and directives. As provided by SPS Rule R2-5A-501(C),
an employee who fails to comply with standards of conduct
requirements may be disciplined or separated from state
employment.

Department contractors: Department contractors violating federal
and state laws and rules, statewide policies, and organization
policy and directives may result in, but not be limited to,
immediate credential revocation, terminations of permissions
for access to data systems and physical locations, and barring
entry or access permanently. Vendors providing services under
a contract are subject to vendor performance reports, and any
contract terms and warranties, including potential damages.

A.3 Information Security Technical Policy Examples

Based on the Arizona Policy and Standards project, five policies were
created to address the operations of the information security program.
Technical policies cover the information security controls within the
information systems such as account management, access control, and
system security audit.

A.3.1 Policy Example: 8310 Account Management

Purpose: The purpose of this policy is to establish the baseline controls
for the administration of organization information system accounts.

Scope: 'This policy shall apply to all organization information
systems:

* (P)—Policy statements preceded by “(P)” are required for
organization information systems categorized as protected.

A.3.1.1 Policy Statements (P) Automated account management: The
department shall employ automated mechanisms to support the man-
agement of information system accounts [NIST 800-53 AC-2(1)]
[IRS Pub 1075] [PCI DSS 7.1.4].

(P) Develop account management operational procedures: 'The depart-
ment shall develop daily operational security procedures that are con-
sistent with requirements in this specification [PCI DSS 12.2].
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Identify account types: The department shall identify the types of
organization information system accounts to support organizational
missions/business functions (e.g., individual, guest, emergency access,

developer, maintenance, and administration) [NIST 800-53 AC-2a]
[HIPAA 164.312 (a)(2)(ii)—Addressable] [PCI DSS 7.2.2].

Establish group and role-based accounts: The department shall
establish conditions for group and role membership [NIST
800-53 AC-2¢] [PCI DSS 7.1.2] [PCI DSS 7.2.2].

Account specification: 'The department shall specify authorized
users of the organization information system, group and role
membership, and access authorizations (i.e., privileges) and
other attributes for each account [NIST 800-53 AC-2d].

(P) Privileged accounts: The department shall restrict privi-
leged accounts (e.g., super user accounts) on the organization
information system to administrative roles [NIST 800-53
AC-6(5)] [IRS Pub 1075].

(P) Separation of duties: 'The department shall separate depart-
ment-defined duties; documents separation of duties of indi-
viduals; and defines organization information system access

authorizations to support separation of duties [NIST 800-53
AC-5] [IRS Pub 1075].

Assign account managers: 'The department shall assign account man-
agers for organization information system accounts [NIST 800-53
AC-2b].

Account approval: ‘The department shall require documented
approvals by authorized department staft for requests to create, mod-
ify, and enable organization information system accounts [ NIST 800-

53 AC-2e-f] [PCI DSS 7.1.3].

(P) Automated audit actions: The department shall ensure the
organization information system automatically audits account
creation, modification, enabling, disabling, and removal
actions and notifies, as required department-defined person-

nel or roles [NIST 800-53 AC-2(4)] [IRS Pub 1075].

Account monitoring: 'The department shall authorize and monitor
the use of organization information system accounts [NIST 800-53

AC-2g].
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(P) Vendor account monitoring: 'The department shall enable
accounts used by vendors for remote access only during the
time period needed and monitors the vendor remote access

accounts when in use [PCI DSS 8.5.6].

Account removal: The department shall notify account managers
when accounts are no longer required; users are separated or trans-
terred; and individual information system usage or need-to-know

changes [NIST 800-53 AC-2h] [PCI DSS 8.5.4].

(P) Immediate removal of separated users: 'The department shall
immediately revoke access for any separated users [PCI DSS
8.5.4].

(P) Automatic removal of temporary accounts: The organization
information system automatically removes or disables tempo-
rary and emergency accounts after a department-defined time
[NIST 800-53 AC-2(2)] [IRS Pub 1075].

(P) Disable inactive accounts: 'The department shall ensure the
organization information system automatically disables inac-
tive accounts after department-defined time period. For orga-
nization information systems containing CHD, the time
period must be no more than 90 days [NIST 800-53 AC-2(3)]
[IRS Pub 1075] [PCI DSS 8.5.5].

Access authorization: The department shall authorize access to the
organization information system based on a valid access authoriza-
tion, intended system usage, and other attributes as required by the
organization or associated mission functions [NIST 800-53 AC-2f,i]
[HIPAA 164.308 (4)(ii)(B)—Addressable].

(P) Default “deny-all” setting: 'The department shall ensure the
organization information system access control system is set
to “deny all” unless specifically allowed [PCI DSS 7.2.3].

(P) Restrict direct database access: 'The department shall ensure the
organization information system authenticates all access to
any database containing confidential information and restricts
direct access or queries to databases to database administra-

tors [PCI DSS 8.5.16].
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Accounts rights review: The department shall review accounts for
compliance with account management requirements annually [NIST
800-53 AC-2j] [HIPAA 164.308 (4)(ii)(C)—Addressable].

Reissues account credentials: The department shall establish a pro-
cess for reissuing shared/group account credentials (if deployed) when

individuals are removed from the group [NIST 800-53 AC-2k].

A.3.2 Policy Example: 8320 Access Control

Purpose: 'The purpose of this policy is to define the correct use and
management of logical access controls for the protection of organiza-
tion information systems and assets.

Scope: 'This policy shall apply to all organization information systems:

* (P)—Policy statements preceded by “(P)” are required for
organization information systems categorized as protected.

A.3.2.1 Policy Statements Access enforcement: The department shall
ensure the organization information system enforces approved autho-
rizations for logical access to information and system resources in
accordance with applicable control policies (e.g., identity-based policies
and role-based policies) [NIST 800-53 AC-3] [HIPA A 164.308(a)(3)
(ii)(A)—Addressable, 164.308 (a)(4)(i1)(B) & (C)—Addressable].

(P) Assign responsibility: The department shall assign to an indi-
vidual or team the security management responsibility of
monitoring and controlling all access to confidential data

[PCI DSS 12.5.5].

(P) Develop access control operational procedures: The department
shall develop daily operational security procedures that are consistent
with requirements in this specification [PCI DSS 12.2].

(P) Information flow enforcement: 'The department shall ensure the
organization information system enforces approved authorizations for
controlling the flow of information within the system and between
interconnected systems based on department-defined information
flow control policies, including Statewide Policy Framework 8350,
Systems and Communications Protections. These policies prohibit
direct public access between the Internet and any system component
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in the protected organization information system [NIST 800-53
AC-4] [IRS Pub 1075] [PCI DSS 1.3].

(P) Perimeter firewalls for wireless networks: 'The department shall
install perimeter firewalls between any wireless network and
the protected organization information system, and config-
ures these firewalls to deny or control (if such traffic is nec-
essary for business purposes) any traffic from the wireless
environment into the protected organization information sys-
tem [PCI DSS 1.2.3].

(P) Personal firewalls: The department shall require personal fire-
wall software on any mobile device and/or employee-owned
computers with direct connectivity to the Internet that is used
to access the department’s network [PCI DSS 1.4].

(P) Least privilege: The department shall employ the concept of
least privilege, allowing only authorized accesses for users (and pro-
cesses acting on behalf of users), which are necessary to accomplish
assigned tasks in accordance with organizational missions and busi-

ness functions [NIST 800-53 AC-6] [IRS Pub 1075] [PCI DSS 7.1].

(P) Organizational isolation: The department shall implement
policies and procedures that protect confidential information
from unauthorized access by other (e.g., larger department of
which the department is a part of) organizations [HIPAA
164.308 (2)(4)(i1)(A)].

(P) Privileged accounts: The department shall restrict access rights
to privileged user accounts to least privileges necessary to per-
form job responsibilities [PCI 7.1.1].

(P) Job classification: The department shall restrict access rights
based on individual personnel’s job classification and function

[PCI DSS 7.1.2].

(P) Authorize access to security functions: The department shall explic-
itly authorize access to the following security functions and security-

relevant information [NIST 800-53 AC-6(1)] [IRS Pub 1075]:

1. Establishing system accounts
2. Configuring access authorizations
3. Setting events to be audited
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4. Setting intrusion detection parameters

5. Filtering rules for routers and firewalls

6. Cryptographic key-management information
7. Configuration parameters for security services

(P) Nonprivileged access for nonsecurity functions: The department
shall require that users of organization information system accounts,
or roles, with access to security functions (e.g., privileged users), use
nonprivileged accounts or roles, when accessing nonsecurity functions
[NIST 800-53 AC-6(2)] [IRS Pub 1075].

(P) Auditing of privileged functions: The department shall include
execution of privileged functions in the events to be audited by the
organization information system [NIST 800-53 AC-6(9)].

(P) Probibit nonprivileged users from executing privileged functions:
The department shall ensure the organization information system
prevents nonprivileged users from executing privileged functions to
include disabling, circumventing, or altering implemented security
safeguards/countermeasures [NIST 800-53 AC-6(10)] [IRS Pub
1075].

Unsuccessful logon attempts: 'The department shall ensure the orga-
nization information system enforces a department-specified limit of
consecutive invalid logon attempts by a user; and automatically locks
the account/node for a department-specified period of time or locks
the account/node until released by an administrator when the maxi-
mum number of unsuccessful attempts is exceeded, consistent with
the Statewide Access Control Standard 8320 [NIST 800-53 AC-7]
[PCI DSS 8.5.13].

System use notification: The department shall ensure the organiza-
tion information system [NIST 800-53 AC-8]:

Displays to users a department-defined notification banner
before granting access to the system that provides privacy and
security notices consistent with applicable federal laws, state
laws, executive orders, directives, policies, regulations, stan-
dards, and guidance and shall state the following:

1. Users are accessing an organization information system
owned by the State of Arizona

2. Department information system usage may be monitored,
recorded, and subject to audit
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3. Unauthorized use of the organization information system is
prohibited and subject to criminal and civil penalties
4. Use of the organization information system indicates con-
sents to monitoring and recording
5. Retains the notification banner on the screen until users
acknowledge the usage conditions and take explicit actions
to log on to or further access the organization information
system
* For publicly accessible systems; the organization infor-
mation system shall also
* Display to users the system use organization informa-
tion before granting further access
* Display to users references, if any, to monitoring,
recording, or auditing that are consistent with privacy
accommodations for such systems that generally pro-
hibit those activities
6. Include in the notice given to public users of the organiza-
tion information system, a description of the authorized
uses of the system

(P) Session lock: 'The department shall ensure the organization
information system prevents further access to the system by initiat-
ing a department-specified limit of time inactivity or upon receiving
a request from a user; and retains the session lock for a department-
specified limit of time or until the user reestablishes access using
established identification and authentication procedures. If the user
does not reestablish access within a department-specified limit of
time, the session is dropped [NIST 800-53 AC-11] [IRS Pub 1075]
[HIPAA 164.312 (2)(2)(iii)] [PCI DSS 8.5.14, 8.5.15].

Permitted actions without identification or authentication: The depart-
ment shall identify user actions that can be performed on the orga-
nization information system without identification or authentication
consistent with department missions; and documents and provides
support rationale in the security plan for the organization informa-
tion system, user actions not requiring identification or authentication
[NIST 800-53 AC-14].

Remote access: The department shall establish usage restrictions, con-
figuration/connection requirements, and implementation guidance
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for each type of remote access allowed; and authorizes remote access
to the organization information system prior to allowing such con-

nections [NIST 800-53 AC-17].

(P) Automated monitoring/control: 'The department shall ensure
the organization information system monitors and controls
remote access methods (e.g., detection of cyber attacks such as
talse logins and denial of service attacks and compliance with
remote access policies such as strength of encryption) [NIST
800-53 AC-17(1)] [IRS Pub 1075].

(P) Security using encryption: 'The department shall ensure the
organization information system implements cryptographic
mechanisms to protect the confidentiality and integrity of
remote access sessions, consistent with the Statewide Standard
8350 System and Communication Protection [NIST 800-53
AC-17(2)] [IRS Pub 1075] [PCI DSS 2.3, 4.1].

(P) Managed access control points: 'The department shall ensure the
organization information system routes all remote accesses
through a limited number of managed network access control
points [NIST 800-53 AC-17(3)] [IRS Pub 1075].

(P) Privileged access commands: The department shall authorize
the execution of privileged commands and access to security-
relevant information using remote access only for department-
defined needs, and documents the rationale for such access
in the security plan for the organization information system

[NIST 800-53 AC-17(4)] [IRS Pub 1075].

Wireless access: 'The department shall establish usage restrictions,
configuration/connection requirements, and implementation guid-
ance for wireless access; and authorizes wireless access to the orga-
nization information system prior to allowing such connections
that are consistent with the Statewide Standard 8350 System and
Communication Protection [NIST 800-53 AC-18].

(P) Wireless authentication and encryption: The department shall
ensure the organization information system protects wireless
access to the organization information system using authen-
tication of users and devices and encryption [NIST 800-53
AC-18(1)] [IRS Pub 1075] [PCI DSS 4.1].
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Access control for mobile devices: The department shall establish usage
restrictions, configuration/connection requirements, and imple-
mentation guidance for department-controlled mobile devices; and
authorizes connection of mobile devices to organization information

systems [NIST 800-53 AC-19].

(P) Full device encryption: The department shall employ full-
device encryption to protect the confidentiality and integ-
rity of information on mobile devices authorized to connect
to organization information systems or to create, transmit, or
process confidential information [NIST 800-53 AC-19(5)]
[IRS Pub 1075] [HIPAA 164.308 (e)(2)(i))—Addressable]
[PCI DSS 4.1].

Use of external information systems: The department shall establish
terms and conditions, consistent with any trust relationships estab-
lished with other organizations owning, operating, and/or maintain-
ing external information systems, allowing authorized individuals to
access the information system from external information systems; and
process, store, or transmit department-controlled information using

external information systems [NIST 800-53 AC-20].

(P) Limits on authorized use: The department shall permit autho-
rized individuals to use an external information system to
access the organization information system to process, store,
or transmit department-controlled information only when the
department [NIST 800-53 AC-20(1)] [IRS Pub 1075]:

1. Verifies the implementation of required security controls
on the external system as specified in the departments’
information security policies and security plan, or

2. Retains approved information system connection or process-
ing agreements with the organizational entity hosting the
external information system in accordance with the State
Library Records Retention Schedule, Management Records

(P) Portable storage devices: The department shall restrict or
prohibit the use of department-controlled portable storage
devices by authorized individuals on external information

systems [NIST 800-53 AC-20(2)] [IRS Pub 1075].
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(P) Information sharing: The department shall facilitate infor-
mation sharing by enabling authorized users to determine whether
access authorizations assigned to the sharing partner match the access
restrictions on the information for department-defined circumstances;
and shall employ mechanisms or processes to assist users in making
information sharing/collaboration decisions [NIST 800-53 AC-21]
[IRS Pub 1075] [PCI DSS 12.8].

(P) Maintain list of service providers: The department shall main-
tain a list of service providers that have access to confidential
data [PCI DSS 12.8.1].

(P) Written agreements: The department shall maintain a written
agreement that includes an acknowledgment that the service
providers are responsible for the security of confidential data
the service providers possess [PCI DSS 12.8.2].

(P) Due diligence: 'The department shall ensure there is an
established process for engaging service providers, including
proper due diligence prior to engagement [PCI DSS 12.8.3].

(P) Service provider monitoring program: The department shall
maintain a program to monitor service provider’s compli-
ance with requirements for the protection of confidential data

[PCI DSS 12.8.4].
Publicly accessible content: The department shall [NIST 800-53 AC-22]

1. Designate individuals authorized to post information onto a
publicly accessible information system

2. Train authorized individuals to ensure that publicly accessible
information does not contain nonpublic information

3. Review the proposed content of information prior to post-
ing onto the publicly accessible organization information sys-
tem to ensure that nonpublic information is not included

4. Review the content on the publicly accessible organization
information system for nonpublic information annually and
removes such information, if discovered

A.3.3 Policy Example: 8330 System Security Audit

Purpose: The purpose of this policy is to protect organization informa-
tion systems and data by ensuring the department and organization
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information systems have the appropriate controls and configurations
to support audit log generation, protection, and review.

Scope: 'This policy shall apply to all organization information
systems:

* (P)—Policy statements preceded by “(P)” are required for
organization information systems categorized as protected.

A.3.3.1 Policy Statements Audit events: 'The department shall [NIST
800-53 AU-2]

1. Determine that the organization information system is
capable of auditing the events listed in the Statewide System
Security Audit Standard S8330

2. Coordinate the security audit function with other organiza-
tional entities requiring audit-related information to enhance
mutual support and to help guide the selection of auditable
events

3. Provide a rationale for why the auditable events are deemed to
be adequate to support after-the-fact investigations of secu-
rity incidents

4. Ensure the events listed in the Statewide System Security
Audit Standard S8330 are logged within the organization
information system
(P) Audit reviews and updates: The department shall review

and update the selected audited events annually, or as

required [NIST 800-53 AU-2(3)] [IRS Pub 1075]

Content of audit records: 'The department shall ensure the organiza-
tion information system generates audit records containing informa-

tion that establishes [NIST 800-53 AU-3]

1. What type of event occurred [PCI DSS 10.3.2] [IRS Pub
1075]

2. When the event occurred [PCI DSS 10.3.3] [IRS Pub 1075]

3. Where the event occurred [PCI DSS 10.3.5] [IRS Pub 1075]

4. 'The source of the event (i.e., name of the affected data, system
component, or resource) [PCI DSS 103.6] [IRS Pub 1075]

5. The outcome of the event [PCI DSS 10.3.4]
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6. The identity of any individuals or subjects associated with the
event [PCI DSS 10.3.1] [IRS Pub 1075]
(P) Additional audit information: The department shall ensure
the state information system generates audit records
containing department-defined additional information.

[NIST 800-53 AU-3(1)] [IRS Pub 1075]

Audit storage capacity: 'The department shall allocate audit record
storage capacity in accordance with department-defined audit record
storage requirements [NIST 800-53 AU-4].

Response to audit processing failures: 'The department shall ensure the
organization information system alerts department-defined personnel
or roles in the event of an audit processing failure; and shuts down the
organization information system, overwrites the oldest audit records,
or stops generating audit records [NIST 800-53 AU-5].

Audit review, analysis, and reporting: The department shall review
and analyze organization information system audit records periodi-
cally for indications of inappropriate or unusual activity; and reports
findings to department-defined personnel or roles. Department infor-
mation systems with CHD shall perform this review daily [NIST
800-53 AU-6] [HIPAA 164.308 (a)(1)(i))(D)] [HIPAA 164.312 (b)]
[PCI DSS 10.6].

(P) Process integration: The department shall employ automated
mechanisms to integrate audit review, analysis, and reporting
processes to support organizational processes for investigation
and response to suspicious activities [NIST 800-53 AU-6(1)]
[IRS Pub 1075].

(P) Correlate audit repositories: The department shall analyze
and correlate audit records across different repositories to
gain department-wide situational awareness [NIST 800-53
AU-6(3)] [IRS Pub 1075].

Audit reduction and report generation: 'The department shall ensure
the organization information system provides an audit reduction and
report generation capability that supports on-demand audit review,
analysis, and reporting requirements and after-the-fact investigations
of security incidents; and does not alter original audit records [NIST

800-53 AU-7].
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(P) Automatic processing: 'The department shall ensure the orga-
nization information system provides the capability to pro-
cess audit records for events of interest based on the following
audit fields within audit records [NIST 800-53 AU-7(1)]
[IRS Pub 1075]:

1. Individual identities

Event types

Event locations

Event times and time frames

Event dates

System resources involved and Internet Protocol (IP)

addresses involved

A e

7. Information object accessed

Time stamps: 'The department shall ensure the organization infor-
mation system uses internal system clocks to generate time stamps
for audit records; and generates time in the time stamps that can be
mapped to Coordinated Universal Time or Greenwich Mean Time
and provides a granularity of time to a department-defined unit of

time [NIST 800-53 AU-8].

(P) Synchronization with authoritative time source: 'The depart-
ment shall ensure the organization information system syn-
chronizes internal organization information system clocks
a department-defined frequency with a department-defined
time source when the time difference is greater than a depart-
ment-defined time period [NIST 800-53 AU-8(1)] [IRS Pub
1075] [PCI DSS 10.4.1, 10.4.3].

(P) Protection of time data: The department shall ensure the orga-
nization information system protects time-synchronization
settings by restricting access to such settings to authorized
personnel and logging, monitoring, and reviewing changes

[PCI DSS 10.4.2].

Protection of audit information: The department shall ensure the
organization information system protects audit information and audit
tools from unauthorized access, modification, and deletion [NIST

800-53 AU-9] [PCI DSS 10.5] [IRS Pub 1075].
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(P) Access by subset of privileged users: The department shall autho-
rize access and modification to management of audit func-
tionality to only a department-defined subset of privileged
users [NIST 800-53 AU-9(4)] [IRS Pub 1075] [PCI DSS
10.5.1, 10.5.2].

(P) Audit trail backup: The department shall promptly back up
audit trail files to a centralized log server or media that is dif-
ficult to alter [PCI DSS 10.5.3].

(P) Audit backup on separate physical systems: The department shall
ensure the organization information system backs up audit
records onto a physically different system or system compo-
nent than the system or component being audited [PCI DSS
10.5.4].

(P) File integrity monitoring of audit logs: 'The department shall
ensure the organization information system uses file integ-
rity monitoring or change detection software on audit logs
to ensure that existing log data cannot be changed without
generating alerts. New audit data being added to audit logs do
not cause such alerts [PCI DSS 10.5.5].

Audit record retention: The department shall retain audit records for
a department-defined time period with a department-defined time
period available for immediate analysis to provide support for after-
the-fact investigations of security incidents and to meet regulatory
and organizational information retention requirements. For organi-
zation information systems with CHD, these defined times are at
least 1 year with a minimum of 3 months immediately available for
analysis [NIST 800-53 AU-11] [PCI DSS 10.7]. However, all state
departments must comply with Arizona State Library, Archives and
Public Records rules and implement, whichever retention period is
most rigorous, binding, or exacting.

Audit generation: The department shall ensure the organization

information system [NIST 800-53 AU-12]

1. Provides audit record generation capability for the auditable
events at servers, firewalls, workstations, and other depart-
ment-defined system components

2. (P) Antivirus programs are generating audit logs [PCI DSS 5.2]
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3. Allows department-defined personnel or roles to select which
auditable events are to be audited by specific components of
the organization information system

4. Generates audit records for the events with the content defined
in Section 0 (Content of Audit Records)

A.3.4 Policy Example: 8340 Identification and Authentication

Purpose: The purpose of this policy is to define the security require-
ments for establishing and maintaining user accounts for organization
information systems.

Scope: 'This policy shall apply to all organization information
systems:

* (P)—Policy statements preceded by “(P)” are required for
organization information systems categorized as protected.

A.3.4.1 Policy Statements ldentification and authentication of organiza-
tional users: The department shall ensure the organization informa-
tion system uniquely identifies and authenticates organizational users
(or processes acting on behalf of organizational users) [NIST 800 53
IA-2] [PCI DSS 8.1] [HIPAA 164.312 (2)(2)(i), (d)].

Network access to privileged accounts: The department shall ensure
the organization information system implements multifac-
tor authentication for network access to privileged accounts
[NIST 800 53 TA-2(1)].

(P) Network access to nonprivileged accounts: 'The department shall
ensure the organization information system implements mul-
tifactor authentication for nonprivileged accounts [NIST 800
53 IA-2(2)] [IRS Pub 1075].

(P) Local access to privileged accounts: 'The department shall ensure
the organization information system implements multifactor
authentication for local access to privileged accounts [NIST
800 53 TA-2(3)] [IRS Pub 1075].

(P) Network access to privileged accounts—replay resistant: The
department shall ensure the organization information system
implements replay-resistant authentication mechanisms for
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network access to privileged accounts [NIST 800 53 IA-2(8)]
[IRS Pub 1075].

(P) Remote access to privileged accounts—separate device: The depart-
ment shall ensure the organization information system imple-
ments multifactor authentication for remote access to privileged
accounts such that one of the factors is provided by a device
separate from the system gaining access and the device meets
statewide cryptographic standards for strength of mechanism
[NIST 800 53 IA-2(11)] [PCI DSS 8.3] [IRS Pub 1075].

(P) Remote access to nonprivileged accounts—separate device: 'The
department shall ensure the organization information system
implements multifactor authentication for remote access to
nonprivileged accounts such that one of the factors is pro-
vided by a device separate from the system gaining access
and the device meets statewide cryptographic standards for
strength of mechanism [NIST 800 53 IA-2(12)] [IRS Pub
1075] [PCI DSS 8.3].

(P) Device identification and authentication: The department shall
ensure the organization information system uniquely identifies and
authenticates before establishing a local, remote, or network connec-
tion [NIST 800 53 IA-3] [IRS Pub 1075] [PCI DSS 8.1] [HIPAA
164.312 (d)].

Identifier management: 'The department shall manage the organi-
zation information system identifiers by [NIST 800 53 1A-4] [PCI
DSS 8.5, 8.5.1]

1. (P) Ensuring that group, shared, or generic account identifiers
and authentication methods are not used [PCI DSS 8.5.8]

2. Receiving authorization from department-defined personnel
or roles to assign individual, role, or device identifier

3. Selecting an identifier that identifies an individual, role, or
device

4. Assigning the identifier to the intended individual, role, or
device

5. Preventing reuse of identifiers for 1 year
6. Disabling the identifier after 90 days of inactivity [PCI DSS
8.5.5]
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Authenticator management: 'The department shall manage the orga-
nization information system authenticators (e.g., passwords, tokens,

certificate, and key cards) by [NIST 800 53 IA-5] [HIPA A 164.308(a)
(5)i)(D)] [HIPAA 164.308 (d)]

1. Veritying, as part of the initial authenticator distribution, the
identity of the individual, group, role, or device receiving the
authenticator [PCI DSS 8.5.2]

2. Establishing initial authenticator content for authenticators
defined by the department (e.g., password policy)

3. Ensuring that authenticators have sufficient strength of
mechanism for their intended use

4. Establishing and implementing administrative procedures for
initial authenticator distribution, for lost/compromised or dam-
aged authenticators, and for revoking authenticators

5. Changing default content of authenticators prior to organiza-
tion information system installation

6. Establishing minimum and maximum lifetime restrictions
and reuse conditions for authenticators

7. Changing/refreshing authenticators (department-defined
time period by authenticator type [e.g., passwords, tokens,
biometrics, public key infrastructure (PKI) certificates, and
key cards])

8. Protecting authenticator content from unauthorized disclo-
sure and modification

9. Requiring individuals to take, and having devices implement,
specific security safeguards to protect authenticators

10. Changing authenticators for role accounts when membership
to those accounts changes

11. Employing at least one of the following methods to authenti-
cate all users [PCI DSS 8.1]:
a. Password-based authentication
b. PKI-based authentication
c. In person or trusted third-party registration
d. Hardware token-based authentication

Password-based authentication: The department shall ensure
the organization information system, for password-based
authentication enforces password controls consistent with the
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Statewide Standard 8340, Identification and Authentication

[NIST 800 53 TA-5(1)].

(P) PKI-based authentication: 'The department shall ensure the
organization information system, for PKI-based authentica-
tion [NIST 800 53 IA-5(2)] [IRS Pub 1075]:

1. Validates certifications by constructing and verifying a
certification path to an accepted trust anchor, including
checking certificate status information

2. Enforces authorized access to the corresponding private key

3. Maps the authenticated identity to the account of the
individual or group

4. Implements a local cache of revocation data to support
path discovery and validation in case of inability to access
revocation information using the network

(P) In person or trusted third-party registration: The department
shall require that the registration process to receive authenti-
cators be conducted in person or by a trusted third party before
the registration authority with authorization by department-
defined personnel or roles [NIST 800 53 IA-5(3)] [IRS Pub
1075].

Hardware token-based authentication: 'The department shall
ensure the organization information system, for hardware
token-based authentication, employs mechanisms that satisty
department-defined token quality requirements (e.g., compli-

ant with a particular PKI) [NIST 800 53 IA-5(11)].

Authenticator feedback: The department shall ensure the organiza-
tion information system obscures feedback of authentication informa-
tion during the authentication process to protect the information from
possible exploitation/use by unauthorized individuals [NIST 800 53
[A-6].

Cryptographic module authentication: The department shall ensure
the organization information system implements mechanisms for
authentication to a cryptographic module that meets the requirements
of applicable federal laws, state laws, executive orders, directives, poli-
cies, regulations, standards, and guidance for such authentication

[NIST 800 53 IA-7].



192 APPENDIX A

Identification and authentication (nonorganizational users): The
department shall ensure the organization information system uniquely
identifies and authenticates nonorganizational users (or processes act-
ing on behalf of nonorganizational users) [NIST 800 53 IA-8] [PCI
DSS 8.1] [HIPAA 164.312 (2)(2)(), (d)].

Acceptance of third-party credentials: 'The department shall ensure
the organization information system accepts Federal Identity,
Credential, and Access Management (FICAM)-approved
third-party credentials [NIST 800 53 IA-8(2)].

Use of FICAM-approved products: 'The department shall employ
only FICAM-approved organization information system
components in organization information systems to accept
third-party credentials [NIST 800 53 IA-8(3)].

Use of FICAM-issued profiles: 'The department shall ensure the
organization information system conforms to FICAM-issued

implementation profiles [NIST 800 53 IA-8(4)].

A.3.5 Policy Example: 8350 System and Communication Protections

Purpose: 'The purpose of this policy is to establish the baseline con-
trols for the protection of organization information systems and their
communications.

Scope: This policy shall apply to all organization information systems:

* (P)—Policy statements preceded by “(P)” are required for
organization information systems categorized as protected.

* (P-PCI)—Policy statements preceded by “(P-PCI)” are required
for organization information systems with PCI data (e.g., CHD).

* (P-FTI)—Policy statements preceded by “(P-FTI)” are
required for organization information systems with federal
taxpayer information.

A.3.5.1 Policy Statements Network and architectural controls: 'The
department shall ensure the organization information system imple-
ments the following network and network architectural controls:

(P) Application partitioning: The department shall ensure the
organization information system separates user functionality
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(including user interface services) either physically or logically
from organization information system management functional-
ity (e.g., privileged access) [NIST 800 53 SC-2] [IRS Pub 1075].

Boundary protection: The department shall ensure the organiza-
tion information system [NIST 800 53 SC-7]

1. Monitors and controls communications at the external
boundary of the system and at key internal boundaries
within the system

2. Implements subnetworks for publicly accessible system
components that are logically separated from internal
organizational networks

3. Connects to external networks of information systems
only through managed interfaces consisting of boundary
protection devices arranged in accordance with organiza-
tional security architecture
(P) Implement demilitarized zone (DMZ): The department

shall ensure the organization information system pro-

hibits direct public access between the Internet and
any system component in the protected organization

information system. The DMZ [PCI DSS 1.3]

1. Limits inbound traffic to only system components
that provide authorized publicly accessible ser-
vices, protocols, and ports [PCI DSS 1.3.1]

2. Limits inbound Internet traffic to IP addresses
within the DMZ [PCI DSS 1.3.2]

3. Does not allow any direct connections inbound or
outbound for trafhic between the Internet and the
protected organization information system [PCI
DSS 1.3.3]

4. Does not allow internal addresses to pass from the
Internet into the DMZ [PCI DSS 1.3.4]

5. Does not allow unauthorized outbound trafhic
from the protected organization information sys-
tem to the Internet [PCI DSS 1.3.5]

6. Implements stateful inspection, also known as
dynamic packet filtering (i.e., only established con-
nections are allowed into the network) [PCI DSS
1.3.6]
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Places system components that store confiden-
tial data (such as a database) in an internal net-
work zone, segregated from the DMZ and other
untrusted networks [PCI DSS 1.3.7]

Does not disclose private IP addresses and routing
information to unauthorized parties (Note: meth-
ods to obscure IP addressing may include network
address translations, placing servers behind proxy
servers, removal route advertisements for private
networks that employ registered addressing, or
internal use of request for comment (RFC) 1918
address space instead of registered addresses) [PCI
DSS 1.3.8]

(P) Firewall configuration: The department shall build fire-
wall and router configurations that restrict access points
between nonprotected systems (standard organization
information systems or untrusted networks) and any
system components in the protected organization infor-
mation system. The configurations [PCI DSS 1.2]

1. Restrict inbound and outbound traffic to that

which is necessary for the protected organization
information system [PCI DSS 1.2.1]

Secure and synchronize router configuration files
[PCIDSS 1.2.2]

Implement perimeter firewalls between any wire-
less networks and the Protected organization
information system, and these firewalls are con-
figured to deny or control (if such traffic is nec-
essary for business purposes) any traffic from the
wireless environment into the protected organiza-
tion information system [PCI DSS 1.2.3]

(P) Limit access points: 'The department shall limit the number of

external network connections to the organization information

system [NIST 800 53 SC-7(3)] [IRS Pub 1075].

(P) Deny by default/allow by exception: The department shall

ensure the organization information system at managed
interfaces denies network communications traffic by default
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and allows network communications traffic by exception (i.e.,
deny all, permit by exception) [NIST 800 53 SC-7(5)] [IRS
Pub 1075].

(P) Network disconnect: The department shall ensure organiza-
tion information system terminates the network connections

associated with a communications session at the end of the
session or after 15 min of inactivity [NIST 800 53 SC-10]
[IRS Pub 1075].

Server controls: 'The department shall ensure the organization
information system implements the following controls for servers and
components of the organization information system:

(P) Information in shared resources: 'The department shall ensure
the organization information system prevents unauthorized
and unintended information transfer using shared system
resources [NIST 800 53 SC-4] [IRS Pub 1075].

(P) Prevent split tunneling for remote devices: 'The department
shall ensure the organization information system, in conjunc-
tion with a remote device, prevents the device from simulta-
neously establishing nonremote connections with the system
and communicating using some other connection to resources
in external networks [NIST 800 53 SC-7(7)] [IRS Pub 1075].

(P) Single primary function (database): The department shall
ensure organization information system components (e.g.,
servers) implementing a database implement only one pri-
mary function (the database) on this server [PCI DSS 2.2.1].

(P-PCI) Single primary function: For organization information
systems storing, processing, or transmitting CHD, the depart-
ment shall ensure all organization information system compo-
nents (e.g., server) implement only one primary function per
server to prevent functions that require different security levels
from coexisting on the same server [PCI DSS 2.2.1].

(P) Minimum and secure services: 'The department shall ensure
the organization information system component (e.g., server)
enables only necessary and secure services, protocols, dae-
mons, etc. as required for the function of the system.

1. (P-PCI) PCI: For organization information systems with
CHD unnecessary functionality such as scripts, drivers,
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features, subsystems, file systems, and unnecessary web
servers must be removed [PCI DSS 2.2.2, 2.2.4].

2. (P) Otherwise protected: For all other organization informa-
tion systems unnecessary functionality such as scripts, driv-

ers, features, subsystems, file systems, and unnecessary web
servers must be disabled or removed [PCI DSS 2.2.2,2.2 4].

(P) Secure configuration: The department shall configure the orga-
nization information system component (e.g., server) security
parameters to prevent misuse [PCI DSS 2.2.3].

Secure services: The department shall ensure the organization infor-
mation system implements the following controls for services provided:

Denial of service protection: The department shall ensure the
organization information system protects against or limits
the effects of the following types of denial of service attacks,
defined in Standard 8350, System and Communication
Protection, by employing boundary protection devices with
packet filtering capabilities and, if required by the depart-
ment, employing increased capacity and bandwidth combined
with service redundancy [NIST 800 53 SC-5].

(P) Cryptographic services: The department shall ensure the orga-
nization information system implements the following cryp-
tographic services:

1. (P) Cryptographic protection: The organization information
system shall implement Federal Information Processing
Standards validated cryptography for the protection of
confidential information during transmission over open
public networks and in accordance with applicable federal
and state laws, executive orders, directives, policies, regu-
lations, and standards [NIST 800 53 SC-13] [PCI DSS
4.1] [HIPAA 164.312(2)(2)(iv), (e)(2)(1)].

2. (P) Cryptographic key establishment and management: 'The
department shall establish and manage cryptographic
keys for required cryptography employed within the orga-
nization information system in accordance with statewide
requirements for key generation, distribution, storage,
access, and destruction [NIST 800 53 SC-12].
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(P) Key protection: The department shall protect all keys
used to secure confidential data against disclosure and
misuse [PCI DSS 3.5]:

1. Restrict access to cryptographic keys to the few-
est number of custodians necessary [PCI DSS
3.5.1]

2. Store cryptographic keys securely in the fewest
possible locations and forms [PCI DSS 3.5.2]

(P) Key management process: 'The department shall fully
document and implement all key-management pro-
cesses and procedures for cryptographic keys used for
encryption of confidential data including the follow-
ing [PCI DSS 3.6]:

1. Generation of strong cryptographic keys [PCI
DSS 3.6.1]

2. Secure cryptographic key distribution [PCI DSS
3.6.2]

3. Secure cryptographic key storage [PCI DSS 3.6.3]

4. Cryptographic key changes for keys that have
reached the end of their crypto-period, as defined
by the associated application vendor or key owner,
and based on industry best practices and guide-
lines [PCI DSS 3.6.4]

5. Retirement or replacement of keys as deemed
necessary when the integrity of the key has been
weakened, or keys are suspected of being compro-
mised [PCI DSS 3.6.5]

6. If manual clear-text cryptographic key-manage-
ment operations are used, these operations must be
managed using split knowledge and dual control
[PCI DSS 3.6.6]

7. Prevention of unauthorized substitution of cryp-
tographic keys [PCI DSS 3.6.7]

8. Requirement for cryptographic key custodians to
formally acknowledge that they understand and

accept their key-custodian responsibilities [PCI
DSS 3.6.8]
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(P) Public key infrastructure certificates: The department shall
obtain public key certificates from an approved service

provider [NIST 800 53 SC-17] [IRS Pub 1075].

(P) External telecommunications services: The department shall

ensure [NIST 800 53 SC-7(4)] [IRS Pub 1075]

1.

Implement a managed interface for each external telecom-
munication service

Establish a traffic flow policy for each managed interface
Protect the confidentiality and integrity of the informa-
tion being transmitted across each interface

Document each exception to the traffic flow policy with a
supporting mission/business need and duration of that need
Review exceptions to the traffic flow policy annually and
removes exceptions that are no longer supported by an
explicit mission/business need

(P) Transmission confidentiality and integrity: 'The department

shall ensure the organization information system protects

the confidentiality and, if required, integrity of transmitted
information [NIST 800 53 SC-8] [IRS Pub 1075] [HIPAA
164.312(0)(1), ()(2), (©)(D)]-

(P) Cryptographic or alternate physical protection: The depart-

ment shall ensure the organization information system
prevents unauthorized disclosure of information and, if
required, detects changes to information during transmis-

sion [NIST 800 53 SC-8(1)] [IRS Pub 1075] [HIPAA
164.312(c)(1), (©)(2), ©)(1)].

(P) Mobile code: 'The department shall [NIST 800 53 SC-18]
[IRS Pub 1075]

1.

Define acceptable and unacceptable mobile code and
mobile code technologies (e.g., Java, JavaScript, ActiveX,
Postscript, PDF, Shockwave movies, Flash animations,
and VBScript)

Establish usage restrictions and implementation guidance
for acceptable mobile code and mobile code technologies
Authorize, monitor, and control the use of mobile code
within the organization information system
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Collaborative computing devices: The department shall ensure the
organization information system prohibits remote activation
of collaborative computing devices with the following excep-
tions: cameras and microphones in support of remote con-
terences and training; and provides an explicit indication of
use to users physically present at the devices [NIST 800 53
SC-15].

(P) Voice over Internet protocol (VoIP): The department shall
establish usage restrictions and implementation guidance for
VoIP technologies based on the potential to cause damage to
the information system if used maliciously; and authorizes,
monitors, and controls the use of VoIP within the prospective
area [NIST 800 53 SC-19] [IRS Pub 1075].

(P) Session authenticity: The department shall ensure the orga-
nization information system protects the authenticity of
communication sessions. Note: This control addresses com-
munications protections at the session, versus packet level
and establishes grounds for confidence at both ends of com-
munications sessions in ongoing identities of other parties
and in the validity of information transmitted. Authenticity
protection includes, for example, protecting against man-
in-the-middle attacks/session hijacking and the insertion of
false information into sessions [INIST 800 53 SC-23] [IRS
Pub 1075].

Secure name/address resolution service: The department shall ensure
the organization information system implements the follow-
ing with respect to secure name/address resolution service:

1. Secure name/address resolution service (authoritative service):
The department shall ensure the organization informa-
tion system provides additional data origin and integrity
artifacts along with the authoritative name resolution data
the system returns in response to external name/address
resolution queries; and provides the means to indicate the
security status of child zones and (if the child supports
secure resolution services) to enable verification of a chain
of trust among parent and child domains, when operat-
ing as part of a distributed, hierarchical namespace [NIST
800 53 SC-20].
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2. Secure name/address resolution service (recursive or caching
resolver): The department shall ensure the organization infor-
mation system requests and performs data origin authenti-
cation and data integrity verification on the name/address
resolution responses the system receives from authoritative
sources [NIST 800 53 SC-21].

3. Architecture and provisioning for name/address resolu-
tion service: 'The department shall ensure the organiza-
tion information systems that collectively provide name/
address resolution service for an organization are fault-
tolerant and implement internal/external role separation

[NIST 800 53 SC-22].

(P) Protection of information at rest: 'The department shall ensure
the organization information system protects the integrity of
audit log data at rest [NIST 800 53 SC-28].

(P-FTI) Protection of taxpayer information at rest: For systems
with taxpayer information, the department shall ensure the
organization information system protects the confidentiality
and integrity of taxpayer information at rest [IRS Pub 1075].

A.4 Information Privacy Policy Example

Based on the Arizona Policy and Standards project, one policy was
created to address the operations of the information security program.

A.4.1 Policy Example: 8410 System Privacy

Purpose: 'The purpose of this standard is to provide more detailed
guidance for the development of a system privacy notice based on
standards, regulations, and best practices.

Scope: 'This policy shall apply to all organization information
systems:

* (P)—Policy statements preceded by “(P)” are required for

organization information systems categorized as protected.

A4.1.1 Policy Statements Authority to collect: The department shall
determine and document the legal authority that permits the
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collection, use, maintenance, and sharing of PII, either generally or
in support of a specific program or organization information system
need. For additional specificity on the authority to collect, refer to
Standard 8330, System Security Audit [NIST 800 53 AP-1] [Privacy
Acts] [HIPAA 164.520(2)(1)].

Purpose specification: The department shall describe the purpose(s)
for which PII is collected, used, maintained, and shared in its privacy
notices [NIST 800 53 AP-2] [HIPAA 164.520(a)(1)] [ARS 41-4152].

Access enforcement: 'The department shall ensure the organization
information system enforces approved authorizations for logical access
to PII in accordance with applicable control policies (e.g., identity-
based policies and role-based policies) [NIST 800-53 AC-3].

(P) Least privilege: The department shall employ the concept of least
privilege, allowing only authorized accesses to PII for users (and pro-
cesses acting on behalf of users), which are necessary to accomplish
assigned tasks in accordance with organizational missions and busi-
ness functions [NIST 800-53 AC-6].

Governance and privacy program. The department shall [NIST 800
53 AR-1]

1. Appoint a senior department official for privacy account-
able for developing, implementing, and maintaining an
organization-wide governance and privacy program to ensure
compliance with all applicable laws and regulations regarding
the collection, use, maintenance, sharing, and disposal of PII
by programs and organization information systems [HIPAA
164.530(a)(1)] [EO 2008-10]

2. Monitor federal and state privacy laws for changes that affect
the privacy program

3. Allocate resources to implement and operate the organiza-
tion-wide privacy program

4. Develop a strategic organizational privacy plan for imple-
menting applicable privacy controls, policies, and procedures

5. Develop, disseminates, and implements operational privacy
policies and procedures that govern the appropriate privacy
and security controls for program, organization information
systems, or technologies involving PII

6. Update privacy plan, policies, and procedures annually
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Privacy impact and risk assessment: 'The department shall [NIST 800
53 AR-2]

1. Document and implement a privacy risk management process
that assesses privacy risk to individuals resulting from the col-
lection, sharing, storing, transmitting, use, and disposal of PII.

2. Conduct privacy impact assessments (PIAs) for organization
information systems, programs, or other activities that pose a
privacy risk in accordance with applicable law, policy, or any
existing department policies and procedures.

3. Ensure PIAs are conducted prior to any new collection of PII
or upon significant changes in the architecture, information
flow, or use of PII within existing systems.

Privacy requirements for contractors and service providers: The depart-

ment shall [NIST 800 53 AR-3]

1. Establish privacy roles, responsibilities, and access require-
ments for contractors and service providers

2. Include privacy requirements in contracts and other acquisi-
tion-related documents

Privacy monitoring and auditing: 'The department shall monitor and
audit privacy controls and internal privacy policy annually to ensure
effective implementations [NIST 800 53 AR-4].

Privacy awareness and training: 'The department shall [NIST 800
53 AR-5]

1. Develop, implement, and update a comprehensive training
and awareness strategy aimed at ensuring that organization
employees and contractors understand privacy responsibilities
and procedures

2. Administer basic privacy training annually and targeted,
role-based privacy training for organization employees and
contractors having responsibility for PII or for activities that
involve PII annually

3. Ensure that organization employees and contractors certify
(manually or electronically) acceptance of responsibilities for
privacy requirements annually
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Privacy reporting: The department shall conduct an initial evalu-
ation, develop, disseminate, and establish and follow a schedule for
regularly updating as necessary, but at least every 3 years, reports
to the SPO and other appropriate oversight bodies to demonstrate
accountability with specific statutory and regulatory privacy pro-
gram mandates, and to senior management and other personnel with
responsibility for monitoring privacy program progress and compli-
ance [NIST 800 53 AR-6].

Privacy-enhanced system design and development: The department
shall design organization information systems to support privacy by
automating privacy controls [NIST 800 53 AR-7].

Accounting of disclosures: 'The department, consistent with state pri-
vacy acts and subject to any applicable exceptions or exemptions, shall

[NIST 800 53 AR-8] [HIPAA 164.528(a)]

1. Keep an accurate accounting of disclosures of information
held in each system of records under its control, including
a. Date, nature, and purpose of each disclosure of a record
b. Name and address of the person or organization to which

the disclosure was made

2. Retain the accounting of disclosures for the life of the record
or 5 years after the disclosure is made, whichever is longer or
as required by law. However, all state departments must com-
ply with Arizona State Library, Archives and Public Records
rules and implement, whichever retention period is most rig-
orous, binding, or exacting.

Data quality: The department shall [NIST 800 53 DL-1]

1. Confirm to the greatest extent possible upon collection or
creation of PII, the accuracy, relevance, timeliness, and com-
pleteness of that information

2. Collect PII directly from the individual to the greatest extent
practicable

3. Check for, and corrects as necessary, any inaccurate or out-
dated PII used by its programs or systems annually

4. Issue guidelines ensuring and maximizing the quality, utility,
objectivity, and integrity of disseminated information
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Data integrity: The department shall [NIST 800 53 DI-2]
1. Document processes to ensure the integrity of PII through
existing security controls

Minimization of PII: 'The department shall [NIST 800 53 DM-1]

1. Identify the minimum PII elements that are relevant and
necessary to accomplish the legally authorized purpose of
collection

2. Limit the collections and retention of PII to the minimum
elements identified for the purposes described in the notice
and for which the individual has provided consent

3. Conduct an initial evaluation of PII holdings, and establishes
and follows a schedule for regularly reviewing those holdings
at least every 3 years and update as necessary to ensure that
only PII identified in the notice is collected and retained,
and that the PII continues to be necessary to accomplish the
legally authorized purpose

Data retention and disposal: 'The department shall [NIST 800 53
DM-2]

1. Retain each collection of PII for department-defined time
period to fulfill the purposes identified in the notice or as
required by law

2. Dispose of, destroy, erases, and/or anonymize the PII, regard-
less of the method of storage, in accordance with an Arizona
State Library-approved record retention schedules and in a
manner that prevents loss, theft, misuse, or unauthorized
access [ARS 44-7601] [ARS 41-151.12]

3. Use techniques, documented in the Policy 8250, Media
Protection, to ensure secure deletion or destruction of PII
(including originals, copies, and archived records)

Consent: For collection, use, and disclosures of PII not already

authorized by law, the department shall [NIST 800 53 IP-1]

1. Provide means, where feasible and appropriate, for individuals
to authorize the collection, use, maintaining, and sharing of

PII prior to its collection [HIPAA 164.522(a)(1)]
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2. Provide appropriate means for individuals to understand the
consequences of decisions to approve or decline the authoriza-
tion of the collection, use, dissemination, and retention of PII

3. Obtain consent, where feasible and appropriate, from indi-
viduals prior to any new uses or disclosure of previously col-
lected PII

4. Ensure that individuals are aware of and, where feasible, con-
sent to all uses of PII not initially described in the public notice
that was in effect at the time the organization collected the PII

Individual access: The department, consistent with the laws and reg-
ulations, and subject to any applicable exceptions or exemptions, shall

[NIST 800 53 IP-2] [HIPAA 164.524(a)]

1. Provide individuals the ability to have access to their PII
maintained in its system(s) of records

2. Publish rules and regulations governing how individuals may
request access to records maintained in a system of records
[HIPAA 164.524(b),(c),(d)]

3. Adhere to requirements and policies and guidance for the
proper processing of PII requests

Redress: For collection, use, and disclosures of PII not already
authorized by law, the department shall [NIST 800 53 IP-3] [HIPAA
164.526(a)—(f)]

1. Provide a process for individuals to have inaccurate PII main-
tained by the organization corrected or amended, as appropriate

2. Establish a process for disseminating corrections or amend-
ments of the PII to other authorized users of the PII, such as
external information sharing partners and, where feasible and
appropriate, notifies affected individuals

Complaint management: For collection, use, and disclosures of PII
not already authorized by law, the department shall implement a pro-
cess for receiving and responding to complaints, concerns, or ques-
tions from individuals about the department privacy practices [NIST
800 53 TP-4] [HIPAA 164.530(d)].

Inventory of PII: 'The department privacy officer shall [NIST 800
53 SE-1]
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1. Establish, maintain, and update at least every 3 years an
inventory that contains a listing of all programs and depart-
ment information systems identified as collecting, using,
maintaining, or sharing PII

2. Provide each update of the PII use to the department CIO or
department ISO at least every 3 years to support the estab-
lishment of information security requirements for all new or
modified department information systems containing PII

Privacy incident response: The department shall [NIST 800 53 SE-2]

1. Develop and implement a privacy incident response plan
consistent with requirements in Statewide Policy Framework
8240 Incident Response Planning

2. Provide an organized and effective response to privacy inci-
dents in accordance with the department privacy incident
response plan

Privacy notice: 'The following guidance is offered for the develop-
ment of a privacy notice: [NIST 800 53 TR-1] [HIPAA 164.520(c)]
[ARS 41-4152]

1. Provides effective notice to the public and to individuals
regarding
a. Its activities that impact privacy, including its collection,
use, sharing, safeguarding, maintenance, and disposal of PII
b. Authority for collection PII
c. 'The choices, if any, individuals may have regarding how
the department uses PII and the consequences of exercis-
ing or not exercising those choices
d. The ability to access and have PII amended or corrected, if
necessary
e. Describes the following:
i. How the department collects the PII and the purpose(s)
for which it collects that information
ii. How the department uses PII internally
iii. Whether the department shares PII with external
entities, the categories of those entities, and the pur-
poses for such sharing
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iv. Whether individuals have the ability to consent to
specific uses of sharing of PII and how to exercise any
such consent

v. How individuals may obtain access to PII

vi. How the PII will be protected

f. Revises its public notices to reflect changes in practice
or policy that affect PII or changes in its activities that
impact privacy, before or as soon as practicable after the
change

g. Provides notice in clear and conspicuous language when
individuals are first asked to provide PII to the department

Dissemination of privacy program information: The department shall
[NIST 800 53 TR-3]

1. Ensure the public has access to information about its privacy
notice and is able to communicate with its privacy officer

2. Ensure that its privacy notice are publicly available through
department websites or public-facing email addresses and/or
phone lines that enable the public to provide feedback and/

or direct questions to privacy offices regarding privacy notice

Internal use: 'The department shall use PII internally only as autho-
rized by law or for the authorized purpose(s) described in privacy
notice [NIST 800 53 UL-1].

Information sharing with third parties: The department shall [NIST
800 53 UL-2] [HIPAA 164.508(a)]

1. Share PII externally, only as authorized by law or for the
authorized purposes identified and described in privacy notice
or in a manner compatible with those purposes

2. Where appropriate, enter into memoranda of understand-
ing, memoranda of agreement, letters of intent, computer
matching agreements, SLAs, business associate agreements,
or similar agreements, with third parties that specifically
describe the PII covered and specifically enumerate the pur-
poses for which the PII may be used and offers the same
level of protection as documented in this policy [HIPAA
164.514(e)(4)]
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3. Monitor, audit, and train its staft on the authorized sharing of
PII with third parties and on the consequences of unauthor-
ized use of sharing of PII

4. Evaluate any proposed new instances of sharing PII with
third parties to assess whether the sharing is authorized and
whether additional or new privacy notice is required



Appendix B: Example Departmental
Policy Tailoring Guide

'This guide was developed to assist those assisting departments in the
tailoring of information security policy templates into departmental
information security policies. The guide provides general guidance for
all departments and, where appropriate, specific guidance for “small
departments” versus “large departments.”

B.1 Suggested Discussion with Department

Individual departments may have a myriad of questions or concerns
regarding the information security policy tailoring project. However,
they may not know where to begin in discussing the project. The dis-
cussion outline provided in Table B.1 has been useful in discussions
with other departments and is documented as a suggested discussion
agenda.

B.2 Addressing “Department-Defined” and
“Department-Specified” Requirements

Within the policy, standard, and procedures (PSP) templates, there are
34 occurrences of a placeholder in the requirement for the department
to define or specify an element of the requirement. These placeholders

209
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228 APPENDIX B

are there because the requirement does not lend itself to a strict defi-
nition or assignment that may fit all departments. The flexibility of
the placeholders allows each department to tailor the policy to meet
their specific need.

This is likely to be an area of PSP tailoring that either gets over-
looked (i.e., the department simply leaves the requirements as-is,
resulting in an incomplete requirement) or is the source of confusion
for some departments. It would be useful to engage the department
in a discussion to point out these placeholders and let the depart-
ment know that they must be defined and specified. If the depart-
ment needs assistance in determining the value of parameters or the
creation of statements for the placeholders, Table B.2 provides some
guidance. Table B.2 provides an index to the requirements within the
PSP templates where a department will need to define or specify an
element of the requirement to tailor it to the department’s needs.

FREQUENTLY ASKED QUESTIONS

Q1: We are a small organization and risk assessments cost a lot of
money. Can we perform “annual” risk assessments every other
year?

Al: You may request a policy exception on this requirement. Include
either compensating controls (e.g., we run vulnerability scans
every month) or provide a risk rationale (e.g., our system is a
standard system in a static environment).

While you are at it, you should consider your policy require-
ments for

* Vulnerability scanning (required quarterly and when new
vulnerabilities are identified for all systems standard and
protected)

* Wireless access point (AP) testing (required quarterly for
all systems standard and protected)

* Penetration testing (required annually for protected
systems)

Q2: Do we need to have a distinct line item for security in our
budget? Budgets are set by the legislature and they come back as
a lump sum.
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The requirement states that the line item for security must be
in the “organizational programming and budgeting documenta-
tion.” This is our own department’s documents and not from the
legislature that is required.

I am a small organization; what am I going to spend on
security?

Common elements of a security budget include the cost of the
following: antimalware subscriptions, anticipated expenditures
on security components (e.g., firewalls and intrusion detection
system [IDS]), cost of risk assessment, penetration test, vulner-
ability scans, wireless scanning, anticipated incident handling,
security awareness training, and security technical training and
conferences.

'The requirement for marking media states that we have to mark
digital and nondigital media. Our department sends out a lot of
papers and it would be onerous for us to label it all. Do we really
have to do that?

If you truly believe it is in the best interest of the citizen and
your organization to send out paper copies (or digital media) of
sensitive information without labeling them, you could request
an exception but this seems a rather high risk. Consider some
methods that may make it easier to comply such as stock paper
with a labeled header and footer for high-volume hard-copy pro-
ductions, binding materials together and labeling the front cover,
and obtaining digital media drives with labels printed on them.
Visitor badges: The requirement for physical protection states
that we must give the visitor a badge or sticker for access to our
facility. We are a small organization, all working in a single
room, and a badge seems overkill.

This may be a good requirement for a risk-based exception. If you
consider the risk of a visitor being onsite without a clear indica-
tion that he or she is a visitor, then request an exception here.
Your compensating controls are (a) all areas of the office are view-
able by multiple staff members, (b) all employees are well known
to each other, and (c) visitors are all escorted and supervised.
Visitor log: Do we really need a visitor log? We do not get many
visitors. This seems to be a hassle.
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A visitor log is a rather easy control to implement. It consists of
a log book with columns for the name, organization, date, and
times. It is suggested that the visitor log also include a signature
block for the visitor to indicate that they agree to the “on prem-
ise” acceptable use policy. Include a laminated copy of this policy
as part of the book.

Fire suppression: The requirement is for fire suppression and
detection devices for the system. Does this include our office
space?

The requirement is intended to cover anywhere a system com-
ponent resides, including the office space. The requirement is for
any type of fire suppression and detection, so sprinkler systems
and smoke detectors count. If you are housed in a facility with-
out any such protection (first ensure your building is compliant
with code), request for an exception on those facilities that have
no such systems and list compensating controls such as handheld
fire extinguishers.

Temperature and humidity monitoring: Am I required to moni-
tor the temperature of my office environment because it houses
workstations?

No. The requirement is for data centers, computer rooms, and
server rooms.

[All] Requirement references: We do not need to comply with
Health Insurance Portability and Accountability Act or Payment
Card Industry (PCI), so I removed those requirements. Is that
OK?

Not exactly. You may request an exception to any other require-
ments based on perceived risk or compensating controls. The ref-
erences at the end of each requirement (shown in square brackets)
refer to the source of the requirement. This is not intended as an
applicability indicator. The indication at the beginning of the
requirement (e.g., (P), (P-PHI)) denotes applicability.
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